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Abstract. The relationship between requirements and architectures is an im-
portant research field on software engineering. One of its challenges is to pro-
vide proper support for their co-evolution, i.e., how to assess the mutual impact 
of requirements and architecture changes on each other, as well as how to react 
to these changes in order to prevent misalignment between them. We advocate 
the use of a single goal model to express both requirements and architectural 
concerns. In this paper we put forward an approach for requirements and archi-
tecture co-evolution considering such a model. Moreover, we outline the rea-
soning required in order to support forward and backward co-evolution of ser-
vice oriented systems. 
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1 Introduction 

Software evolution has become a key research area in software engineering [10]. 
Software artifacts and systems are subject to many kinds of changes, which range 
from technical adjustments due to rapidly evolving technological platforms, to modi-
fications in the software systems themselves required by the natural evolution of the 
businesses and requirements supported by them. These modifications include changes 
at all levels, from requirements through architecture and design, as well as source 
code, documentation and test suites. For consistent evolution, all models and artifacts 
should remain aligned as the software evolves. 

For instance, whenever requirements change we need to assess whether the current 
architectural configuration continues to meet the stakeholders’ requirements. Similar-
ly, if the properties of components in an architectural model are modified we need to 
analyze if these changes affect requirements satisfaction. In both cases, when there is 
a mismatch between architecture and requirements, an architectural reconfiguration 
may be considered. This is particularly relevant in the case of services, since they are 
very dynamic and may change in several ways (functional upgrades, varying quality-
of-service, withdrawn, so on and so forth). In contrast, when a traditional COTS com-



ponent evolves, the system using it may continue to use an older version of that com-
ponent. In the services case, evolution cannot be prevented. 

Since the abstraction level of software architecture is adequate for identifying and 
analyzing the ramifications of changes [14], it could be one of the software evolution 
pillars. Certainly, it is of paramount importance to identify when and why to perform 
changes, as well as to assess their impacts [4]. Recent advances in the Requirements 
Engineering and Software Architecture fields include methods and techniques to ad-
dress the evolution, in isolation, of requirements and of architectural models. Howev-
er, there is a lack of proposals for tackling the co-evolution of requirements and archi-
tecture. 

In fact, the line that separates requirements from architecture is a blurred one, as 
argued in [5]. The Twin Peaks model highlights the intertwined characteristics of 
requirements and architectural models [27]. Requirements lie in the problem space, 
whilst architectures are part of the solution space. Thus, investigating how to define 
an architecture (solution) that satisfies the requirements (problem) is a key challenge 
in software engineering. Moreover, it is important to maintain this satisfaction 
throughout a system lifecycle [7]. 

In this paper we present a novel approach for dealing with requirements and archi-
tecture co-evolution. We define the co-evolution problem as the problem of assessing 
the impact of both requirements and architectural changes and responding to these 
changes. 

The remainder of this paper is structured as follows. In Section 2 we present the 
case study used throughout the paper. In section 3 we describe the approach itself. 
Section 4 discusses related works. Lastly, Section 5 concludes the paper with a critical 
discussion of our proposed approach and indicates points for improvement. 

2 Case Study 

In this work we are expressing requirements using the i* Framework [39]. It defines 
goal-based models to describe both the system and its environment in terms of inten-
tional dependencies among strategic actors. The actors are refined using four kinds of 
elements: goal, softgoal, task and resource. Goals represent the actors’ intentions, 
needs or objectives to fulfill its role within the environment in which they operate. 
Softgoals also represent the strategic interests of the actors, but in this case these in-
terests are of subjective nature – it is generally used to express non-functional re-
quirements. The tasks represent a way to perform some activity, i.e., they show how 
to perform some action to obtain the satisfaction of a goal or softgoal. The resources 
represent data, information or a physical resource that an actor may provide or re-
ceive. These elements are linked together within the actor boundaries using means-
end, task-decomposition, and contribution links. The means-end links define which 
alternative tasks (means) may be performed in order to achieve a given goal (end). 
The task-decomposition links describe what should be done to perform a certain task 
(i.e., its sub-tasks). Finally, the contribution links suggest how a task can contribute 
(positively or negatively) to satisfy a softgoal. These contributions allow the selection 
of alternative tasks driven by the satisfaction of softgoals. 
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Fig. 1 presents the original requirements model of our system, which is a Require-
ments Analysis Tool. It is a web-based system that analyzes a textual requirements 
document and generates a list of candidate features. Thus, the main task of this system 
is to analyze a requirements document. In order to do so, it will need to obtain a re-
quirements document, which will be provided by a user (here we are omitting de-
pendency links to the system users). The user can either provide the document as a 
PDF file, or provide it in any usual file format (such as word processing documents 
and spreadsheets), which will be converted to PDF for our processing. 

A common constraint on natural language text analysis is that it is highly depend-
ent on the language being used. In order to enable the analysis of requirements docu-
ments in a wide range of languages, we decided to incorporate the functionality of 
translating the document to a reference language (the alternative would be to adapt the 
analysis algorithm for each language that we want to support). In order to reach a 
large user base worldwide, we defined that this translation must support several lan-
guages. The requirements analysis itself consists of creating a list of candidate fea-
tures, and finally providing a consolidated list by removing duplicated features. Last-
ly, the High Availability non-functional requirement (softgoal) is important for our 
system, since it will be accessed anywhere, any time of the day. Please note that we 
have not yet defined how to satisfy this softgoal, since we have not taken any archi-
tectural decision yet. Alternatively, we could have already modeled all the different 
ways of satisfying this requirement – later we would only select which ones to use. 

In Fig. 2 we present a possible structural architecture for the Requirements Analy-
sis tool. In this architecture we rely on two kinds of services: Document Converter, 
which are services that provide file type conversion of documents; and Text Transla-

 

Fig. 1. The requirements model for the Requirements Analysis Tool. 



tor services, which are able to translate a given text. On the service consumer side, the 
client-server style was selected because it is well suited for web-based systems. 

3 Forward and Backward Evolution of Service-Oriented 
Systems 

When dealing with requirements and architecture co-evolution two situations may 
arise. On one hand, changes in the system requirements may happen (this includes the 
system context, stakeholders’ attitudes and quality constraints). In this case, some 
analysis is required to assess if these changes call for a reconfiguration, and whether 
there is some reconfiguration that satisfies the new requirements. We call this forward 
evolution, since it is from requirements to architecture. 

On the other hand, there may also be changes in the architecture itself. For in-
stance, the performance of a component may degrade. Thus, it is now required to 
check whether these architectural changes prevent requirements satisfaction. If this is 
the case, and this failure is unacceptable, it is necessary to attempt to identify a possi-
ble architectural reconfiguration that improves the level of the satisfaction of the re-
quirements. However, if it is not feasible to reconfigure it, the system administrator 
could be prompted to either relax the affected requirements, or to perform offline 
evolution. This we call backward evolution – from architecture to requirements. 

We propose to tackle the co-evolution problem by converging requirements and 
architecture models, i.e., working with architectural models that also contain require-

 

Fig. 2. Architectural model for the Requirements Analysis Tool, in Acme. 
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ments information. By doing so, we are able to perform the co-evolution reasoning in 
a single model. Moreover, this reduces the overhead of maintaining traceability be-
tween requirements models and architecture models. 

In order to do so, we use a conventional requirements modeling notation to repre-
sent architectures – namely, i*. This was preferred over modifying an Architectural 
Description Language (ADL) because (i) we did not find an architectural language 
expressive enough for presenting requirements; (ii) by using the same framework for 
both RE and architecture we can have a seamless approach to go from requirements to 
architecture; and (iii) i* showed to be a suitable notation for expressing architectures. 

Despite being an organizational modeling notation, i* has shown to be particularly 
adequate for requirements modeling [39]. Recent works also showed that it is reason-
ably suitable for architectural modeling [16] [30]. More specifically, it has been used 
to model information services [26]. In [16] there are arguments in favor of using i* 
extended models for architectural modeling. It is claimed that it can be used to de-
scribe main architectural concepts, such as components, connectors, constraints, non-
functional properties and evolution. Moreover, i* has suitable composition, abstrac-
tion and analysis mechanisms. However, it lacks proper support to promote reusabil-
ity and heterogeneity, as well as it lacks proper support for configuring the models. 

It is claimed that software architecture describes a system in a high-abstraction lev-
el, defining its components, the interaction among these components, their attributes 
and their functionalities [37]. Fig. 3 presents our approach for expressing service-
oriented architectures using i*, in the context of our case study. Here, conventional 
components were mapped onto i* actors, service categories onto roles and the ser-
vices themselves onto agents. A service category is a general definition of the service 
that is required, while an agent is a specific service that plays the role defined by a 
service category. E.g., Text Translator is a service category, whilst Microsoft Transla-
tor is a particular service of that category. With this mapping we are able to express 
the requirements related to each component of the architecture. Lastly, connectors are 
represented by dependencies. This allows expressing what is expected from a compo-
nent (dependum), why is it expected (from the depender’s model) and how is it going 
to be provided (from the dependee’s model). 

In Table 1 we present a summary of this mapping, considering the five major ar-
chitectural elements [38]. However, note that the rationale, i.e., the information that 
explains the architectural decisions taken, cannot be properly captured by i* elements. 
This is also the case for the majority of architectural modeling notations, where other 
artifacts are required to document the architectural diagrams [8]. 
Table 1. Mapping of architectural elements onto i*. 

Architectural Element i* Element 
Component Actor, role, agent 
Connector Dependency links 
Interface Implicitly defined by the source and target elements of 

dependency links 
Configuration The graph itself 
Rationale Partially defined by internal elements (goals, softgoals, 

tasks, resources and their relationship) 



Another motivation for the use of i* as an architectural description language is the 
current set of available reasoning mechanisms. Particularly relevant to our approach is 
the evaluation of the softgoals’ satisfiability [15][19]. This allows selecting the best 
alternative to achieve a goal, considering the contributions of each alternative to the 
softgoals of interest (top-down reasoning). We can also assess whether a given alter-
native properly satisfies the selected softgoals. 

3.1 Forward evolution 

Our concern here is to handle requirements changes related to the information ser-
vices being used by the proposed system. These may come in two ways: a functional 
change, i.e., we want the service to satisfy a different goal or task; or a non-functional 
change, i.e., we define different quality constraints on how the service is supposed to 
support its goals or tasks.  

When there are requirements changes, we are capable of checking whether the in-
formation service currently selected can satisfy the new requirements. For instance, 
consider that we are interested in the Document Converter service category (as de-
scribed in Fig. 3) and that the PDFm service is currently selected. Several queries can 
be performed:  
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Fig. 3. – Architectural model of the Requirements Analysis tool, using i*. It replaces the 
former model presented in Fig. 2. 
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Query 1: Can PDFm support Convert Document to PDF with high Availability? 

 According to Fig 3. the service is highly available. However, if after deployment 
we notice that requirements documents are sometimes split in several documents ac-
cording to some criteria (such as by sub-system, by viewpoints, and so on), we may 
decide that we also need the capability of merging documents. Thus, we can now pose 
a new question to check if PDFm provides this functionality as well, which is ex-
pressed in Query 2. 

Query 2: Can PDFm support Convert Document to PDF and Merge Documents? 

Since PDFm is unable to perform the Merge Documents task (Fig. 3), the answer 
to Query 2 is negative. Thus, we may ask the same question to other services of the 
same category. If one is found (eg. PDFt), we could then perform the required archi-
tectural reconfiguration, i.e., use PDFt instead of PDFm. 

The same reasoning presented so far can be performed with softgoals as well. For 
instance, we may decide to go only for PDF conversion, as long as it is performed at 
low cost. In order to check whether PDFm satisfy this new requirement, we may ask 
Query 3:  

Query 3: Can PDFm support Convert Document to PDF with low cost? 

The assessment of softgoal satisfaction is trivial in the PDFm model (Fig. 3): since 
there is only one contribution link towards Low Cost, and it is a ++ contribution. 
Hence, the Low Cost softgoal is satisfied. For more complex cases, with different 
contribution links, one may refer to [15][19]. 

3.2 Backward Evolution 

On the other hand, when there is a change in properties of the information services, or 
when new candidate services are identified, a similar reasoning may follow. In this 
case, we may use a monitoring framework in order to retrieve updated information on 
the services’ properties. For instance, the SALMon tool [28] is able to provide up-to-
date data on web services’ response time and availability, among others. With such 
monitoring capabilities, we are able to assess both at design time and at runtime the 
quality of the information services being used. 

In our case study, consider that we require documents to be converted to PDF with 
a high availability service. Recall that before deployment we certified that the PDFm 
service satisfied this query; for this reason, we had selected it for use in our system. 
Nonetheless, after deployment we may have noticed a degradation of its availability. 
Thus, we need to check whether this service is still able to meet our requirements – 
i.e., we need to check if there is a possible solution for Query 1. I.e., the same query 
would be performed, now with the model updated for the new availability value. Pro-
vided that automated monitoring is available, this reasoning can be completely per-
formed without human intervention. Hence, it is suitable for adaptive and autonomic 
systems, which could perform this checking at regular time intervals. Foresight meth-
ods may be used to define which requirements/architectural elements to monitor and 
at what time intervals [33]. 



If the experienced change prevents the information service from satisfying its re-
lated requirements, we may check if other services of the same service category are 
able to meet the requirements – in this case, PDFt. 

3.3 Tolerance, relaxation and manual evolution 

On the last two sub-sections we outlined how we can reason to identify a mismatch 
between system requirements and information services. Moreover, we showed how 
we can attempt to solve this mismatch by searching for a possible reconfiguration. 
There are two questions that arise when performing this reasoning: (i) all mismatches 
must be solved or can we live with some mismatches? (ii) What happens when no 
reconfiguration is able to solve this mismatch? 

In previous works we argued that not every failure requires compensation [32], ac-
knowledging that distinct failures may have different impacts. In our specific case, we 
could rephrase it: not every mismatch between service and requirements (failure to 
satisfy requirements) demands a reconfiguration (compensation). We tackle this issue 
by allowing system administrators to define tolerance policies, using our previous 
framework [32]. Thus, the system administrator will be able to define different crite-
ria to assess when a failure in satisfying requirements, resulting from architectural 
changes, needs to trigger a reconfiguration. 

A main element in that framework is the tolerance policy, which consists of toler-
ance rules. These rules may be related to the system context as well as to a particular 
element of the goal model, or to the amount of failures that happened. With this 
framework we may decide to ignore when a service fails to support a given element of 
the architectural model (e.g., a quality constraint), in particular conditions. Hence, 
instead of searching for a possible reconfiguration, we will continue to use the same 
service. 

Regarding the second question, if it is not possible to reconfigure to satisfy the 
evolved requirements, and assuming that the tolerance policy in place does not allow 
for that failure to be ignored, we envision two scenarios. On one hand, the system 
administrator will be prompted to adjust (relax) the current requirements so that there 
is at least one possible reconfiguration. Alternatively, manual (offline) evolution of 
the system may take place. 

4 Related Works 

The area of Software evolution has been largely studied. More recently, terms such 
as autonomics, self-adaptation and self-management have been used to describe sys-
tems that are able to dynamically evolve at runtime. Regarding requirements evolu-
tion, some approaches (such as Lapouchnian and Mylopoulos [23] and Ali et al. [2]) 
use the notion of context in order to identify which elements of the requirements 
model are active/enabled. Pimentel et al. builds on that to derive architectures that 
support requirements activation/deactivation [31]. Jian et al. [21] proposes mecha-
nisms to allow the insertion of goals in the requirements model at runtime. The sys-
tem is only capable to satisfy these new requirements by developing new modules for 
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the system. Qureshi et al. [35] also allows the changing of goal models at runtime. It 
proposes a service lookup mechanism to identify services that may satisfy the new 
requirements. Franch et al. [13] define metrics related to non-functional requirements. 
In turn, the metrics are linked to service categories and services. Thus, its reconfigura-
tion is based solely on the measurements of these metrics.  

Similarly, there are several research works regarding architectural evolution. For 
instance, [9] defines adaptation conditions based on architectural properties as well as 
reconfiguration operations. Control events based on components’ states are used in 
[3] to reconfigure the architecture connectors. Composition rules are deployed in [34] 
to dynamically define connections between components and aspects. Some of previ-
ous work also allowed the addition, removal, change and reconfiguration of compo-
nents [32]. These works may have broader and more sophisticated mechanisms for 
architecture evolution than ours. However, they fail to relate this evolution to system 
requirements. 

There are also works on the requirements and architecture relationship such as 
[12][17][20][22]. However, they do not tackle this problem as we do, i.e. by consider-
ing the architecture model as a refinement of the requirements model, along the lines 
of what was developed for problem frames in [17].  

Pahl et al. [29] proposes to dynamically define service collaboration through a co-
ordination space, on which a service consumer expresses its need for a particular kind 
of service, which may be satisfied by a service provider. However, it does not consid-
er the other elements of the software architecture.  

5 Discussion 

Considering the architecture as a reification of the system under consideration, and 
the increasing adoption of technologies that facilitate architectural changes (such as 
the technologies behind web services and cloud computing), it is of utmost im-
portance to understand and reason on the relationships between requirements and 
architectural models. This calls for systems that are able to react to changes in re-
quirements (i.e. according to the stakeholders expectations), as well as dealing with 
changes in the system itself (architecture). Architectural changes include structural 
changes – e.g., replacing a component (due to a new update) – and properties changes 
– e.g., the performance of a component may have degraded. 

Throughout this paper we outlined our approach for requirements and architecture 
co-evolution. The main contribution of this approach is that it provides proper reason-
ing to handle the reciprocal impact between requirements and architecture – i.e., the 
requirements and architecture co-evolution. In the particular case of information ser-
vices we are able to assess the impact of such changes, as well as to identify whether 
and which reconfiguration is possible to react to a given change. Given that proper 
monitoring tools are set up, this reasoning can be used at runtime to enable autonomic 
and self-adaptive behaviors. 

In order to provide such reasoning, we advocate the use of architectural models en-
riched with requirements data. Such model may be derived from requirements models 
through a series of decision/transformations steps (e.g., [6]). In this research we pro-



pose the use of i* for both requirements and architecture modeling [16][30]. This 
approach has some drawbacks, as follows: 

Lack of familiarity – software architectures are already accustomed to conventional 
ADL. Thus, the need to learn a new notation would be a barrier for the adoption of 
this approach. 

Poor readability – architectural models may become more difficult to handle in our 
approach due to the additional requirements information. 

Lack of tools – there are several tools to support conventional ADL – e.g., for au-
tomatic code generation. The lack of similar tools to support i* may prevent some 
architects to adopt it. 

The first two drawbacks may be mitigated by using the i* information hiding 
mechanism, by improving the i* visual syntax [25] and by using modularization 
mechanisms [1][11]. The third problem may be softened by developing new tools for 
i*, or by translating the i* models to a conventional ADL as described in [6][24]. 

We believe that our approach is suited not only to service-driven architectures, but 
also for any kind of architecture on which components have some degree of intention-
ality. This is the case for socio-technical systems, on which some responsibilities are 
delegated not only to software and hardware components, but also to organizations 
and human participants. This is also the case for agent-based systems, on which each 
agent has its own goals, that may or may not converge to the overall system goals. 

A key limitation of our approach is that we only consider the structural view of the 
architecture. Thus, an important advance in future works would be to include other 
views [36], as well as behavioral concerns. It is also important to notice that we intend 
to support only the derivation of architectural models – detailed design, class dia-
grams, code, and so on, are currently out of the scope of our approach. Thus, we do 
not define some service details, such as protocols, publishing mechanisms, and so on. 

A major improvement for our approach would be to use Artificial Intelligence (AI) 
mechanisms in order to enhance the reasoning here proposed – for instance, simula-
tion techniques [18]. This would be an important step towards Intelligent Software 
Engineering, i.e., Software Engineering that makes use of AI techniques. 
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