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While there has been much research on the study of global virtual teams and global software
teams, there has been practically no research on the nuances of time separation. We present three
converging perspectives on this topic: (a) a view from practices and tactics of global teams; (b) a
theoretical view from coordination theories; and (c) a view from our prior research in which we
modeled coordination costs for time-separated dyads. Practice suggests that time separation
arises not only from time-zone differences but also from factors such as nonoverlapping
weekend days and holidays, shifts, and different working schedules. It also suggests that teams
employ various coping tactics when faced with time separation – synchronous, asynchronous,
and education. Theory suggests that communication is necessary to coordinate and that
effectiveness of communication is hampered, both in quality and timeliness, when teams
are separated by time. Our model, based on coordination theory, suggests that coordination
costs contain four main components – communication, clarification, delay, and rework – and
that the various aspects of time-separated work have different effects on each of these
components. Our convergent view from these three perspectives shows that distance separation
is symmetric – i.e. distance (A,B) = distance (B,A) – while time separation is asymmetric, which
affects the planning of team interactions; that the timing of activities matters in time-separated
contexts but not in contexts with only distance separation; and that vulnerability costs (i.e.
resolving misunderstandings and rework) increase with time separation. Copyright  2004
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Coordination in different-time contexts (time zones,
holiday differences) is difficult because of lean
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communication media, difficulties in resolving
unclear messages, reduced opportunities for spon-
taneous interaction, and lack of contextual ref-
erence. Fundamentally, time differences tend to
increase coordination costs. Yet, despite these costs,
team work is increasingly carried out globally.
There are a number of reasons for this increase.
One reason is that since software products are dig-
ital, their transportation costs are very low and
delivery time is effectively zero. Also, production
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costs in many (‘offshore’) distant locations are low.
In addition, geographic dispersion enables com-
panies to access specialized software talent and
technical resources (Carmel 1999).

These cost-benefit trade-offs – of higher coordina-
tion costs and lower production costs – are important,
complex, and not fully understood. As a result, this
topic has interested researchers and practitioners
studying coordination in distributed software teams
(Carmel 1999, Herbsleb and Grinter 1999, Herbsleb
et al. 2001, Espinosa et al. 2002) and geographi-
cally dispersed teams in general (Van den Bulte
and Moenaert 1998, Olson and Olson 2000, Cram-
ton 2001, McDonough et al. 2001, Armstrong and
Cole 2002, Kiesler and Cummings 2002). Research
focused on time differences has only begun to
appear recently (Klein and Kleinhanns 2003, van
Fenema and Qureshi 2004).

There are a number of difficulties associated with
the study of global software teams, particularly
when trying to understand the effect of geographic
dispersion. For example, many studies look at geo-
graphic dispersion as a binary attribute – i.e. teams
are either colocated or geographically distributed.
However, teams may operate in a variety of geo-
graphic dispersion configurations (O’Leary 2001,
O’Leary and Cummings 2002) (e.g. two sites: one
central site with several small satellite sites, several
sites with evenly distributed effort, etc.).

On the basis of the configuration permutations of
O’Leary and Cummings (O’Leary and Cummings
2002), we discuss three cases of increasingly com-
plicated time adjustments, illustrated in Figure 1.
First, two sites working in different time zones
separated by a few hours (e.g. England–Germany,
New York–Chicago) can mutually adjust their work
schedules such that they maximize work-time over-
lap. Second, one hub site (e.g. London) with many
developers collaborating with a number of develop-
ers in multiple satellite locations spread throughout
multiple time zones (e.g. New York and Bangkok).
Thus, developers in the satellite locations can adjust
their work hours to maximize overlapping work
hours with the central hub location. Third, and most
difficult, is when many developers are widely scat-
tered across multiple time zones, providing very
little work-time overlap in which developers can
interact simultaneously.

Researchers have found that difficulties due to
geographic dispersion often correlate with other
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team boundaries like functional identity, differ-
ences in local context and local culture, etc.
(Orlikowski 2002, Watson-Manheim et al. 2002,
Espinosa et al. •2003). More specifically, we empha- AQ2

size that when distributed teams are also separated
by time (e.g. time zones, differences in work cycles,
shift work, etc.) it becomes difficult to tease out the
true effects of geographic dispersion. Distance and
time effects are often confounded in global soft-
ware team studies because many geographically
dispersed teams are often also separated by time
zones.

In this paper, we discuss important conceptual
issues and analyze the implications of time sep-
aration from three perspectives. We first discuss
time-separation issues from a practical perspective.
We then discuss similar issues from a theoretical
perspective. Because of the paucity of research on
the effects of time separation, we bring to bear
theories related to coordination in general and
the research literature on coordination in software
development. We then analyze the implications of
time separation from these theoretical perspectives.
Finally, we present our coordination model to bet-
ter understand the effects of time separation on
coordination in software tasks. We conclude with
a discussion section where we identify overarch-
ing issues derived from these three perspectives,
which affect research and practice in time-separated
contexts, and then offer suggestions for further
research.

2. TIME-SEPARATION ISSUES: A VIEW
FROM PRACTICE

In this section, we summarize tactics (in Table 1)
that we have found from interviews conducted for
other studies of global software teams (Carmel
1999, Espinosa 2002) and through exploratory
interviews and discussions we have conducted
recently with software professionals involved in
time-separated collaborations. The interviews were
taped and transcribed in each of the studies.
We analyzed the data by identifying incidents in
which interviewees brought up time-separation
issues. Our method is consistent, to some extent,
with the Critical Incidents method (Chell 1998),
but we departed from it in some respects: the
interview questionnaires were semistructured and
were designed for other studies; formal interview

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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Configuration 1: 2 sites, overlap index = 0.25

Configuration 2: 1 central sites + 2 satellite sites, overlap index = 0.25 with each site

Configuration 3: multiple locations in multiple time zones

Figure 1. Different time-separation configurations
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data was complemented with data from other more
informal interviews; and, because our objective
was to explore issues and present a conceptual
framework to study time separation, •we madeAQ3

interpretations of events described involving time
separation. Because the previous studies that we
used as a reference for this study were about global
software teams, incidents involving geographic
dispersion and time separation were abundant.

2.1. Practices Used by Virtual Teams to
Overcome Time Separation

In overcoming time-zone differences, we found
three principal solution tactics, which we summa-
rize in Table 1 and discuss in more detail below:
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• Asynchronous: Teams instill better practices in
their nonoverlapping work times to compensate
for the lack of common work hours.

• Synchronous: Teams plan for the existing syn-
chronous overlap times and/or enlarge the
windows of synchronous (overlapping) times.

• Education: Individuals in the teams become more
effective across time differences, with better
awareness and better information.

Teams use a number of asynchronous tactics to
cope with time separation. First, and most obvious,
they make better use of asynchronous technologies,
such as electronic mail, voice mail, and use of vari-
ous shared databases and other repositories (group-
ware, knowledge management, team intranets and

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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Table 1. Tactics to overcome time separation

AQ4

Category Tactic

Asynchronous • Use of asynchronous technologies
• Formalization of activities
• Bunch-and-batch
• Break the e-mail chain

Synchronous • Shift dialogue to overlap time and
independent work to asynchronous
time

• Expand overlap window by working
longer

• Expand overlap window by shifting
work hours

• Expand overlap window by always
being available

• Create liaison roles with adjusted
hours that expand overlap window
of only• those individuals rather
than the entire team

Education • Build awareness
• Create easy access to current time,

calendar, and holiday schedule of
distant actor(s)
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web sites, discussion areas, etc.). Domains like
software development also have specialized collab-
oration tools designed to help team members work
effectively in an asynchronous way (e.g. configura-
tion management systems, error logs). For example,
in one of our previous studies, we found that a
substantial amount of coordination in distributed
software teams was accomplished through a config-
uration management system (Espinosa et al. 2002).
Such systems are generally used to help developers
manage simultaneous software changes, but many
developers in that study used the comments field to
exchange asynchronous notes and messages about
the code. This has also been observed in other stud-
ies (Grinter 2000). Effective time-separated teams
also learn to formalize (i.e. program, structure)
activities and messages so that they convey informa-
tion in a more effective manner, thus reducing the
need for further clarification communication. They
also learn to organize their workdays so that they
bunch-and-batch their work in order to maximize
completion, before the work is delivered to distant
sites. Finally, effective individuals learn to ‘break
the e-mail chain’. The e-mail chain begins when
one actor initiates a message, the receiver does not
understand it fully and asks for clarification, the
sender attempts to clarify, the receiver misinterprets
again, and so on. Meanwhile, an entire week has
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gone by. Therefore, experienced individuals stop
this chain early ‘by picking up the phone’ and clari-
fying the message through a richer communication
medium.

Synchronous tactics address time separation more
directly. First, if there is some time overlap,
teams synchronize their dialogue time so as to
maximize synchronous exchange (e.g. telephone,
instant messaging, videoconferencing). Thus, work
that can be done independently is conducted during
nonoverlap time so that overlap time can be devoted
to meetings, telephone conversations, adjustments,
problem resolutions, and other actions better done
synchronously. There are a number of variations
on this tactic noted in the field data of Klein
and Kleinhanns (2003): experienced actors learn to
package their information so that it can be better
absorbed by the distant actors, more work is shifted
to nonoverlap time so that synchronous meetings
become more productive, and questions for overlap
time are prepared ahead of time. Second, and most
familiar, teams tend to enlarge the overlap period by
shifting and expanding work hours. For example,
European staff may start late and work late so
as to have greater overlap with their American
counterparts. Conversely, the American staff may
start early so as to expand the overlap time with
their European counterparts. Japanese companies
are notorious for working late hours, thus enlarging
the overlap window with their counterparts. We
heard recently from a Chinese software company
developing software for a Japanese client (China
is one hour behind Japan) that because Japanese
developers tend to work late, there is no noticeable
time difference.

Some software organizations also create liaison
roles to help team members interact across sites. In
one of our previous studies involving a software
team with members in the United Kingdom,
Germany and India, we found that a number
of Indian software engineers were trained in
the UK and German sites for a few months to
familiarize themselves with team members and the
work context in those sites and then worked as
liaison engineers (Espinosa 2002). Once trained,
these liaison engineers would go back to India
and would serve as points of contact for the UK
and German developers. Liaison engineers would
often adjust their work schedules to increase their
window of work-time overlap with their British and
German counterparts. In practice, this time-window

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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expansion is practiced only by some of the virtual
team members – particularly managers and team
leaders.

Time education tactics involve learning how to
work effectively under time-separated conditions.
Less-experienced team members need to be made
aware of time-separation issues. They are not used
to thinking about their counterparts being gone
for the day while they work. They are not used
to computing the direction of the time difference.
Thus, various awareness tactics are important. (e.g.
the distant team member reminds her counterpart
that the scheduled meeting is set for 2 PM local time,
and members remind their distant teammates about
shift to ‘daylight savings time’, which is at different
times in different countries). A simple tactic is to
post hours and time differences on the common
web site.

2.2. Time Separation is Disruptive

One often hears that individuals in global software
teams spend many evenings, nights, and early
mornings in telephone conversations across the
oceans. Overlap-window expansion, which we
noted above, is a disruption of one’s personal time
and further dilutes the boundaries between work
and home life. Now that wireless communication
devices are ubiquitous, key individuals are always
reachable. Balanced teams try to shift the burden
of late-night (or early-morning) conference calls in
order to soften the pain of disruption. But, we have
heard of many cases where the dominant/hub site
dictates meeting times convenient to their normal
workday, never adjusting for the sake of the distant
participants. We note a similar litany of complaints
about time differences in the work of Klein and
Kleinhanns (2003) and van Fenema and Qureshi
(2004). Not all individuals are accommodating
on overlap windows. We heard a story at one
major California-based technology firm working on
urgent software fixes in a global collaboration, in
which

‘the British technical experts liked waking
up early in the day to work, while their
California counterparts liked coming into the
office late and working late (California is
8 hours behind Britain). Thus, they had no
synchronous overlap window and relied on
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one e-mail batch per day, which really slowed
down the work.’

2.3. Time Separation is more than just Time-zone
Differences

While time-zone differences are the most recogniz-
able element of time separation in work coordina-
tion, other factors increase coordination difficulty:
work hours, lunch breaks, weekend times, and hol-
iday times. These are summarized in Table 2. We
discuss each of these in turn.

Time-zone differences, even small ones, can
create substantial problems if the work-time overlap
between the two sites is not synchronized. For
example, a study on coordination in global software
teams found that a one-hour time-zone difference
between two sites substantially affected the team’s
ability to communicate interactively because it
reduced their overlapping time by four hours – one
hour at the beginning of the day, one hour at the
end of the day, and one hour during each site’s
lunch break (Grinter et al. 1999). Work hours may
also vary by country. While Americans are used to a
standard day of roughly nine-to-five, office workers
in Spain start working later in the day, have longer
lunch breaks, and finish their workday often much
later than 7 p.m.

Weekend times may also vary. While much of
the world has a weekend on Saturday and Sunday,
this is not universal. In Arab countries, Friday is
not a workday. The weekend in Israel is Friday and
Saturday, which creates a long ‘blackout period’
when working with collaborators in the United
States – Americans come to work on Thursday
morning when the Israelis have already left for
the weekend. The patchwork of national holidays
is also bewildering. One American technology firm
we interviewed had staff in more than a dozen
European nations and because of different national
holidays, there were only 50 regular workdays in

Table 2. Types of time differences

• Time-zone differences
• Workday differences (i.e. start and ending times of

workday)
• Weekend differences (i.e. weekend days vary)
• Holiday differences (i.e. religious and national

holidays)
• Lunch and other break hours (e.g. Americans break

for lunch earlier than many other cultures).

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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common in any given year for the purpose of
scheduling synchronous meetings (e.g. the entire
month of August is not usable for several European
nations).

2.4. Configuring Global Software Teams for
Time Separation

We note two global team configurations that
specifically address time separation. We emphasize
that, unlike the practices described earlier, they
are not tactical in nature. The first purposefully
positions teams in nonoverlapping time zones,
while the second purposefully positions teams in
overlapping time zones. The first is an approach that
has received a great deal of attention: ‘Follow-the-
sun’ work, also known as ‘round-the-clock’ software
development (Carmel 1999), which takes advantage
of time-zone differences to speed up project work.
For example, a team in Eastern United States can
hand off work at the end of their day to team
members in India or China, who can continue the
task after the US team members go to sleep. The
appeal of this strategy is enormous, for, if it can be
coordinated properly, it can reduce project duration
by a factor of two for the two sites mentioned above,
at least in theory. Clearly, coordination in follow-the-
sun must be effective, which is why the authors are
not aware of any successful cases of this approach on
a regular basis. Many teams have noted occasional
time reduction using the follow-the-sun approach
(e.g. once a week). But, continuous follow-the-sun is
too difficult for software teams to conduct because
of the high dependencies implicit in the concept
and the need for near-perfect communication and
coordination. However, we have found follow-the-
sun to be effective for low granularity tasks such
as bug-fixing or call-center activity (e.g. technical
support).

The second configuration approach is the pur-
poseful positioning of a companion site within
closely overlapping time zones. Gumpert (2004)
describes a case of a software start-up in Austin,
Texas that started collaborating with an offshore
partner in India (whose time zone is 11.5 hours
ahead). The principals at the firm found that coordi-
nation with India was too difficult because of time
differences, and they moved to an offshore partner-
ship in Columbia – only one time zone away from
Texas.
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3. COORDINATION IN SOFTWARE
DEVELOPMENT: A VIEW FROM A
THEORETICAL PERSPECTIVE

As we noted, there has been no theoretical research
specifically on the impact of time differences.
Thus, we •turn to coordination theories to inform

AQ5

the deeper understanding of the impact of time
differences. Consistent with coordination theory
research, we define coordination as the manage-
ment of dependencies among task activities to
achieve a goal (Malone and Crowston 1990, 1994).
A few important principles deriving from this def-
inition are worth noting. First, if task activities can
be carried out independently, then there is no need
to coordinate. Conversely, more complex tasks like
software development have substantial dependen-
cies that need to be managed, thus the need for
coordination. For example, when many software
individuals and teams are working in parallel to
build a single software product, different software
parts need to interoperate properly and tasks (e.g.
coding) need to be completed on schedule to avoid
delaying other tasks (e.g. testing). Second, when
task activities contain tightly coupled dependen-
cies, the individual decisions and actions of team
members involved in a task become mutually con-
straining (Herbsleb and Mockus 2003). One team
member’s work on a task may need to stop until
another team member’s work is completed. Finally,
if a task is analyzed with a fine-grained level of
detail such that the dependencies and mutual con-
straints among task activities are well understood,
one can begin to identify different coordination
mechanisms that can be employed to manage these
dependencies effectively.

Dependencies in a task can be pooled (i.e. two
tasks depend on the same resource pool), sequential
(i.e. task A cannot proceed until task B is completed),
or reciprocal (i.e. tasks A and B are interdependent)
(Thompson 1967). For example, one team member
may be working on a task (e.g. software coding) and
may reach a point at which the work needs to be
handed over to another team member who needs
to perform another task (e.g. testing) such that the
first member’s work on this task cannot continue
until the second member’s task is finished. This
sequential dependency among two members needs
to be effectively managed to achieve coordination.

The organizational research literature suggests
that team members coordinate nonroutine aspects

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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of their work through communication (March and
Simon 1958, Thompson 1967, VanDeVen et al. 1976).
When team members are separated by geographic
distance and/or time, their ability to communi-
cate interactively and on a timely basis is ham-
pered, thus negatively affecting team members’
ability to manage dependencies among their task
activities. Thus, while teams also use other coor-
dination mechanisms (e.g. plans, tools), we focus
our discussion on coordination by communication
because software development is a complex task
with substantial nonroutine, interdependent activi-
ties, which require a fair amount of communication
to coordinate. In addition, communication is an
obvious way for team members to generate other
coordination processes (Malone and Simon 1994).
Furthermore, communication is important in time-
separated contexts because the frequency (Allen
1977, Kiesler and Cummings 2002) and (Waller
1999, Gittell 2001) timeliness of communication can
be adversely affected when team members are not
in close proximity.

On the other hand, a recent study found evi-
dence that software teams working in the same
room had significantly higher productivity than
other teams that were not colocated (Teasley et al.
2002). They concluded that their productivity was
greater because colocation in the same room bol-
stered collaboration by facilitating interactive con-
tinuous communication and awareness. In contrast,
one may conclude that when team members are
separated by distance, these benefits disappear.
Furthermore, if they are also separated by time
differences, then both continuous communication
and awareness of team members will be hampered
even more, thus causing further delays because
of coordination breakdowns and rework, making it
particularly difficult to close open issues. As another
study found, spanning multiple time zones can
affect the rhythm of a team’s work, creating unex-
pected faultiness (Espinosa et al. 2003), more so if
teams are separated by additional boundaries (e.g.
culture, function, language) (Lau and Murnighan
1998).

4. OUR COORDINATION MODEL: A VIEW
FROM A MATHEMATICAL PERSPECTIVE

In this section, we describe our model of coordination
costs due to time differences in dispersed software
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teams. Our model is more fully described and
validated with simulated data elsewhere (Espinosa
and Carmel 2004). While our focus is on global
software teams, the model is generic, and can
apply to any type of virtual knowledge team. Our
model is derived following Malone and Crowston’s
coordination theory, (Malone and Crowston 1990,
Malone and Crowston 1994) in which coordination
is viewed as the management of dependencies
among task activities, and Malone’s formulation
of coordination costs in organizations and markets
(Malone 1987). While coordination theory does
not specifically address issues of distance and
time separation, we incorporate distance and time
separation in our analysis by evaluating how the
total cost of carrying out a task is influenced by the
cost and effectiveness of different communication
mechanisms in various collaboration modes (i.e.
colocated and separated by distance and/or time)
and by delays caused by time separation.

We begin by delineating our assumptions about
distributed coordination and communication. First,
we make no distinctions between the granularities
of a task request encapsulated in a message. A
task can be a large one, perhaps requiring several
days of effort, or it can be a very small one,
such as a yes–no answer. Next, we make an
assumption about media choice. If a situation arises
in one site that requires interaction with another
site during their off-work hours, being unable to
pick up the phone and call other members can
slow down a group’s progress. The choices for
a team member in such a situation are to either
send a request asynchronously (e.g. e-mail) or
wait until work hours overlap again to make the
request synchronously (e.g. phone call). Requests
are often not clear, requiring additional clarification
communication, further delaying the whole process.
When team members are working face-to-face, the
clarification may be nearly instantaneous. Even
when members are distant, but in same-time
zones, clarifications can be made very quickly
through phone calls, •IM, or videoconference. AQ6

However, when team members are separated by
time, the need to clarify messages will introduce
further delay, unless this happens during work-
overlapping hours.

Our model begins by looking at a single collab-
oration act between two actors – a task Requestor
who makes a request to another actor who is the
task Producer because of a workflow dependency,

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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i.e. the work of the Requestor cannot continue until
the work of the Producer is finished. •For this to

AQ7

happen, the Requestor must communicate the task
requirements to the Producer, and the Producer must
communicate an acknowledgement to the Requestor
when the dependent task is completed (Malone and
Crowston 1994, Malone et al. 1999). As illustrated
in Figure 2, team members may be interacting in
any of four possible (2 × 2) collaboration modes,
depending on whether the dyad is separated by
distance and/or by time: face-to-face, separated by
distance only, separated by time only, or separated
by distance and time (Bullen and Bennett 1993).

The coordination issues of two such actors, who
are separated by distance, can be substantial. Our
model shows that these issues compound even
further with time separation. For example, one
central aspect of our model is that the overlap
in work hours between any two members who
collaborate can take place either at the beginning or
at the end of one’s workday. The synchronous or
asynchronous solutions to time separation will have
to be worked out differently, depending on when
the work-time overlap occurs in one’s workday.

In our model, actors need to communicate, and
this communication is costly and time separation
introduces asymmetries. An asymmetry takes place
when work overlap occurs at the beginning of one
site’s workday and at the end of the other site’s
workday (there is no asymmetry when work times
fully overlap). Because of this asymmetric property
of time separation, we argue that the effect of time
separation on global software team coordination
can be modeled and studied by analyzing timing
issues (e.g. when interactions occur, task duration
times, and amount of overlap in work hours) and
then by evaluating how they affect production costs
(i.e. the cost of carrying out individual tasks) and
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(0 time zones away)

Same office,
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Figure 2. Time by place matrix
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coordination costs (i.e. the cost of managing the
dependencies between individual tasks).

This breakdown of total costs into production
and coordination costs is similar to the breakdown
suggested by Malone in his theoretical modeling of
coordination in organizations and markets (Malone
1987), which has been widely used in theoreti-
cal and simulation research involving coordination
(Koushik and Mookerjee 1995, Carley and Lin 1997,
Jehiel 1999). However, for the purposes of study-
ing the effects of time separation, we find that it is
more useful to further decompose coordination costs
into: (a) communication costs – the cost of maintain-
ing communication links and the cost of sending
and receiving messages; (b) delay costs – the cost of
delays caused by the dependency requiring com-
munication; (c) clarification costs – the cost of further
communication required to repair miscommuni-
cation; and (d) rework costs – the cost of further
production necessary for work that was completed
before the miscommunication was discovered (see
Table 3). Following Malone’s terminology, we refer
to clarification plus rework costs as vulnerability costs
because these costs originated as a result of mis-
communication. Delay costs, on the other hand, are
affected by the latency inherent in the communica-
tion media and by working-time differences.

While our model follows Malone’s model, we
make some adjustments to take into account delays
resulting from distance separation or time zones
differences. First, we specifically model time and

Table 3. Cost components

Cost components Definition

Production The costs of carrying out the task
Coordination costs

Communication The costs of maintaining
communication links and sending
and receiving messages.

Delay The costs incurred because one actor
is waiting for another to begin their
work day.

Clarification The additional cost of
communication and delay due to
prior miscommunication that
resulted from the need to
communicate asynchronously.

Rework The additional costs of production
due to miscommunication that
resulted from the need to
communicate asynchronously.

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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distance separation between actors. Second, Mal-
one’s model analyzes different coordination struc-
tures for a set of actors, while our model employs
only two actors, who need to carry out a task with
a tightly coupled workflow dependency, who coor-
dinate via communication. Finally, Malone’s model
assumes that actors employ their production capac-
ities optimally, but we do not need to make this
assumption because there are only two actors in
our model.

Malone defines production costs as the average
delay in processing the task, but since Malone’s
model does not incorporate time delays due to time
separation, his production costs amount to the time
it takes to carry out the task, which is consistent
with our definition of production costs. Malone
defines coordination costs on the basis of the cost
of maintaining communication links and the cost of
sending messages among nodes in the coordination
structure. However, in Malone’s model, messages
arrive instantly. Our definition of coordination costs is
similar to Malone’s but we also incorporate the time
delay introduced due to time separation (e.g. one
member may send a task request during the other
member’s off-work hours). Finally, Malone defines
vulnerability costs as those due to failures of those
involved in the task, leading to task reassignments.
Because our model involves only one dyad, there
is no reassignment. Instead, failures lead to further
communication and coordination to clarify things
and, possibly, to reprocess part of the task (i.e.
rework). A message can be unclear, with some
probability. Unclear messages can lead to either:
(1) rework, resulting in additional production costs
for a portion of the work with further delays; and/or
(2) a simple request for clarification, resulting in
additional coordination costs. We now describe the
mathematical formulation of the main components
of our model. All cost variables are specified in
financial terms and all time variables are specified
as proportions of a workday (e.g. 0.5 = half of a
workday, 3 = two workdays).

Production Costs (Pc) in our model are simply the
Producer’s daily cost of carrying out tasks, and it can
be specified as

Pc = λCpTt (1)

Where λ is the daily frequency of task arrivals, Cp is
the daily production cost rate for the Producer, and
Tt is the time it takes the Producer to complete the
task. This cost component only involves individual
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production time and costs incurred by the Producer
and it is unaffected by time or distance separation.

Communication Costs (Cc) for two actors include
the daily cost of maintaining a communication link
(Cl), plus the daily cost of sending individual single
messages (Cm). The cost of maintaining a face-to-
face link and the cost of face-to-face communication
are assumed to be negligible for colocated teams,
compared to other communication costs. The cost of
maintaining a synchronous and an asynchronous
communication link are (Cls) and (Cla), and the cost
of sending a synchronous and an asynchronous
message are (Cms) and (Cma), respectively. Thus,
the daily communication costs can be specified as

Cc = Cl + 2λCm (2)

that is, a task requires a message to request
the task and a message to acknowledge com-
pletion of the task. Depending on whether the
Requestor and Producer communicate synchronously
or asynchronously, there are several permutations
of Equation (2). For example, if both members com-
municate synchronously, the communication costs
would be Cl + 2λCms, but if one communicates
synchronously and the other asynchronously, the
cost would be Cl + Cla + λ(Cms + Cma).

Delay Costs (Dc) in our model are measured from
the perspective of the task Requestor, because this
is the actor who has a dependency, whose work
is delayed while the Producer completes the task.
Thus, daily delay costs can be specified as

Dc = λTdCd (3)

Td is the delay experienced by the task Requestor
while the Producer completes the task and Cd is
the daily rate of cost delay for the task Requestor.
One interesting property of this cost component
is that if the Producer carries out the task during
the Requestor’s off hours, Td is zero, which is the
motivator for software work organized in follow-the-
sun arrangements. On the other hand, if the Producer
does all the work during overlapping work hours,
Td is identical to the time it takes to carry out the task
Tt. Thus, the degree of time separation or work-time
overlap for a dyad will have a substantial impact
on delay costs.

Clarification Costs (Cf ) will be incurred when task-
request messages are not clear and the task Requestor
and task Producer need to communicate again

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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to resolve the misunderstanding, thus incurring
further communication and delay costs. If there is a
probability Pu that a task-request message will be
unclear, then Cf can be specified as

Cf = Pu(Cc + Dc) (4)

Rework Costs (Rc) will be incurred if the need for
clarification occurs after the Producer has started to
work on the task and some of the software work
needs to be redone. If there is a probability Pr that a
given unclear message will lead to rework and that
the proportion of the total task that needs rework is
Rw, then Rc can be specified as:

Rc = PuPrRwPc (5)

Clarification and rework costs are equivalent to
what Malone calls ‘vulnerability’ costs. In other
words, if all goes well, the cost incurred in car-
rying out the task equals Pc, Cc, and Dc. If these
were the only costs incurred, then follow-the-sun and
round-the-clock programming arrangements would
be ideal because they would save substantial delay
costs by maximizing the amount of task production
that takes place during the Requestor’s off hours.
However, the problem with these work arrange-
ments surfaces when vulnerabilities materialize,
requiring further communication to clarify issues
and possible rework. An important aspect of these
two cost components is that they are both affected
by the quality and richness of the communication
medium used to communicate. In our model, the
value of Pu is dependent on the particular medium
used. For example, Pu for face-to-face communi-
cation is very low because team members have
a very rich communication medium that allows
them to use contextual references and nonverbal
cues. Pu is likely to increase as teams move to
leaner communication media like videoconference,
voiceconference and electronic mail. Pu will also
increase as global team members span more bound-
aries (e.g. cultural, functional, language), making it
more difficult for members to communicate clearly
(Watson-Manheim et al. 2002, Espinosa et al. 2003).

If, for example, a distributed team communicates
via inexpensive voiceconference, then the lean
communication media will make it more difficult
to convey ideas clearly. On the other hand, if the
team uses videoconference with supporting tools
(e.g. a whiteboard), the need to clarify messages
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will be reduced. These two cost components will
also be affected by time separation because this may
introduce longer delays and may force a team to use
asynchronous communication tools at times when
such communication media may not be the most
effective for the task at hand. As Media Richness
theory suggests, lean communication media (e.g.
electronic mail) may not be the most appropriate
form of communication for equivocal tasks that
contain more uncertainties (Dennis and Kinney
1998). We argue that it is these vulnerability costs
stemming from clarification and rework costs that
make work arrangements like follow-the-sun so
difficult for many software tasks.

In sum, our model is parsimonious and it involves
individual production costs (Pc) necessary to carry
out individual software development task activities
and a coordination cost (Co) necessary to manage
the dependencies among different task activities.
These coordination costs, in turn, are composed of
communication costs (Cc), delay costs (Dc), clarifica-
tion costs (Cf ), and rework costs (Rc). Nevertheless,
the specific application of these formulas will vary
substantially in complexity depending on the pat-
tern and timing of team members’ synchronous and
asynchronous interaction, as illustrated in Figure 3.
One of the key issues that our model uncovers, as
depicted in this figure, is that coordination costs are
sensitive to the time at which a request is initiated
and the time at which that request is responded to.
A request can be initiated during overlap and be
responded to after overlap, it can be launched before
overlap and responded to after overlap, or it can be
initiated and responded to within the overlap.

Also, while our simple model considers only
two actors, a task Requestor and a task Producer,
it can be readily extended to larger teams in
multiple work configurations consisting of many
task Requestors and Producers. However, as we
incorporate various synchronous and asynchronous
interaction modes into larger teams, the complexity
of the model grows exponentially. We also note
that our model is consistent with other coordination
models in the global software team literature. For
example, one model suggests that actors need to
communicate to make decisions that are mutually
constraining and that this communication is affected
by time separation (Herbsleb and Mockus 2003).
Another model suggests that communication is
the main mechanism through which informational
coordination is achieved (Chaudhury et al. 1996).

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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Figure 3. Graphical depiction of two actors with time-zone separation •Overlap time is depicted in yellow. R is the
AQ1

Requestor, P is the Producer. In Day 1, the request is made during the overlap period but the task is completed after
overlapping hours; in Day 2, the request is made before overlapping hours and the task is completed after overlapping
hours; in Day 3, the task is requested and completed during overlapping hours
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4.1. Applications of Our Model

One of our main goals when we developed our
model was to keep it as simple as possible,
while retaining its explanatory power. The model
involves a single collaboration act between two
team members who have a sequential dependency,
and it decomposes the total cost of carrying out this
act into production and coordination. Coordination
costs are further decomposed into four components:
communication, delay, clarification, and rework
costs. We argue that this model is very useful
because it offers a fine level of granularity of
coordination costs at the root of the collaboration
process, which can help us understand coordination
costs in more complex collaboration arrangements
in which team members are separated by time.
Parsimony is a widely accepted property for
theoretical models (Rosenthal and Rosnow 1991),
but it is particularly important for our model
because things complicate rapidly as we add more
members and time differences to the team. It is
precisely this simplicity that makes our model
useful to understand coordination costs in more
complex team structures.

The power of the model resides in its ability to
be adapted to more real conditions by changing
parameters and by relaxing assumptions. These are
some examples of possible expansions of the model:
(a) •the presence of multiple synchronous andAQ8

asynchronous communication tools can be modeled
with a choice function based on the communication
costs and expected communication quality payoff
based on Pu; (b) larger teams can be modeled using
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network analytic methods in which each team
member is represented as a network node with
a particular Cp and Cd, and each collaborating dyad
in the team is represented as a Requestor–Producer
relationship; (c) different types of tasks can be
modeled by manipulating the task duration Tt, the
frequency of task request λ, the task equivocality
(i.e. equivocal tasks are more uncertain, thus require
more clarifications, thus a higher Pu), and the
type of dependencies involved (i.e. sequential or
reciprocal); and (d) multitasking can be represented
by assigning priorities to tasks and additional
delays to Td on the basis of these priorities. Table 4
illustrates how different components of our model
help us understand the effect of time separation on
coordination costs in a number of important GSD
(global software development) practices.

5. DISCUSSION

Our study has several limitations. First, while
we draw from three perspectives – practice, the-
ory, and modeling – to provide a unified view of
the coordination challenges in time-separated con-
texts, we only describe our model briefly. We have
described our model in more detail in another
paper, but the model still needs further devel-
opment and empirical validation. Our model is
based on simplifying assumptions, which we plan
to relax as we develop it further. For example, we
made no distinctions between the granularities of
a requested task. More complex tasks that contain
many subtasks would need to be modeled with

Copyright  2004 John Wiley & Sons, Ltd. Softw. Process Improve. Pract., 2004; 8: 000–000
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a sequence of communication events rather than
a simple request and acknowledgement. We also
assumed that actors communicate synchronously
during overlapping periods and asynchronously
otherwise. In reality, actors who wish to communi-
cate during nonoverlapping hours have the choice
of communicating asynchronously or of waiting
until the overlapping period and then communicat-
ing synchronously, which can be modeled with a
delay cost rate function dependent on the priority
of the task that takes into account the additional
cost of waiting against the expected gain in mes-
sage clarity. We further assumed that face-to-face
communication occurs instantaneously and at no
cost. In reality, face-to-face meetings and preparing
task-request messages can consume substantial pro-
ductive time. This can be modeled by incorporating
further time delays based on the task complexity,
which will affect the message preparation time and
the number of meeting participants, which creates
production blocking (i.e. only one person can talk
at a time). Nevertheless, the practical, theoretical,
and modeling perspectives discussed in this paper
underscore the differences between collaborations
in software development that are purely separated
by geographic distance from those that are also
separated by time differences. We now discuss the
overarching issues that emerged in this study.

5.1. Time Separation Means Reduced Overlap in
Work Hours, not Time-zone Differences

Time separation boils down to the amount of
overlapping work time in which the team can
interact synchronously. •This work-time overlap,AQ9

not just because of time zones but also because of
factors such as nonoverlapping weekend days and
holidays, shifts, and different working schedules,
can be reduced. An important feature of our model
is that it purposely omits any reference to time zones
and focuses more specifically on time separation.
We represent this time separation in reverse, using
a work-time overlap index (O’Leary and Cummings
2002), which can be used to model any form of time
separation among team members.

5.2. Time Separation Leads Most Teams to
Change their Work Norms

Specifically, individuals and teams adjust and shift
their work hours to change work-time overlaps
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to suit their needs. Our model contains five cost
components: production, communication, delay,
clarification, and rework costs. If a given time-
separation configuration is not cost-effective (e.g.
due to time zones), rational actors will make
decisions to change work schedules of some or
all of its members to either increase time overlaps
to reduce clarification and rework costs (e.g. create
liaison roles) or reduce time overlap to reduce delay
costs (e.g. shift work, follow-the-sun), provided that
the timing of task requests can be programmed
optimally.

5.3. Time Separation’s Impact on Team
Interaction Leads to Choices of Synchronous or
Asynchronous Communication in a Number of
Ways

In general, when team members are only sepa-
rated by geographic distance, they have a choice
of interaction mode. We recognize that there are
times when one mode may be more effective than
the other (e.g. send e-mail when a person is away
from the desk), but because work hours fully over-
lap, there are more communication options. Teams
separated by time have fewer choices on how
to interact, and they often need to make choices
between synchronous and asynchronous interac-
tion tactics. Our model can be simulated under
a number of different assumptions. For example,
one simplifying assumption we made in a recent
study (Espinosa et al. 2003) was that actors commu-
nicate synchronously during work-overlap hours
and asynchronously otherwise. This assumption
can be relaxed to model more realistic conditions.
For example, if we assume that actors make rational
choices, then an actor may either: (a) communicate
asynchronously (e.g. e-mail) during overlapping
hours because the message is very technical and
it is better explained in writing, thus reducing
the probability of unclear messages and reduc-
ing vulnerability costs; or (b) defer communication
until hours overlap to communicate synchronously
to discuss more equivocal matters over a richer
medium (e.g. videoconference), thus reducing the
probability of unclear messages and reducing vul-
nerability costs. These rational choices would involve
actors making decisions on the basis of probabilities
and trade-offs between delay costs and vulnerability
costs.
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5.4. Distance Separation is Symmetric – i.e.
Distance (A,B) = Distance (B,A) – while Time
Separation is Asymmetric

The type of overlap (i.e. at the beginning or end
of one’s workday) makes a difference in time-
separated work but is not an issue in purely
geographically dispersed contexts. While making
task requests later in the day diminishes the benefits
of overlap time, making late requests are somewhat
more beneficial when the work-overlap time occurs
at the end of one’s day. Planning interactions
and task work needs to take into account, when
overlapping work hours occur. The main effect of
this asymmetry is that the timing of a task request (or
a task completion acknowledgement) really matters
in time-separated contexts, whereas the timing does
not matter in distance-only contexts. The simplified
cost formulas we have presented in this article don’t
incorporate this asymmetry directly. However, the
computation of time delay (Td), which affects two
of the four coordination cost components (i.e. delay
and clarification), is affected by this asymmetry.
The effects of this asymmetry surfaced visibly in the
model evaluations we conducted with simulated
data (Espinosa et al. 2003, Espinosa and Carmel
2004).

5.5. In Time-separated Contexts, the Type of
Time Separation Configuration Makes a
Difference

While different distance separation arrangements
matter in collaboration, teams that are not separated
by time can still use a variety of synchronous com-
munication tools (e.g. voiceconference, videocon-
ference) and initiate instant interactions as needed.
On the other hand, the more complex the time-
separation configuration of a team, the more diffi-
cult it becomes to initiate or plan team interactions.
Our model makes evident the cost trade-offs of dif-
ferent time-separation conditions and the manner
in which they are affected by the nature of the task
and the quality of the communication media avail-
able. Equivocal tasks (e.g. requirements engineering
and design) that require more frequent interaction
over rich media are more effective in work configu-
rations with substantial work-time overlap among
members so that vulnerability costs may be reduced
(i.e. the probability of unclear messages is lower).
On the other hand, less equivocal tasks (structured
tasks, such as testing, and error fixing) may be
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better suited for follow-the-sun configurations that
contain less overlapping work hours so that delay
costs are reduced (i.e. assuming that the timing of
task requests can be programmed optimally).

5.6. The Time Perspective Among Collaborators
is the Same When they are Only Separated by
Geographic Distance, but not When they are
Separated by Time

When work times fully overlap, the time it takes
to complete a task by someone else is equal to the
time one has to wait for that task to be completed
(i.e. Tt = Td). However, because of the asymmetric
nature of time separation, when work hours do
not overlap, the time it takes for one member to
complete a task only affects the Requestor’s delay costs
if the waiting time occurs during the overlapping
hours. If the work takes place during the Requestor’s
off-work hours, then that time does not affect
delay costs. Conversely, if the task is requested
before the Producer arrives to work, this produces
extra delay in the Requestor’s time, which is not
perceptible to the Producer. This difference in time
perspectives is often a source of misunderstanding
and a lack of sensitivity to the other site’s time
constraints. This effect is captured in the model
formulas in the computation of delay times (Td),
which is measured from the Producer’s perspective.
Therefore, the timing of task activities is a critical
issue in time-separated conditions but not when
separated by distance only.

5.7. Vulnerability Costs Increase with Time
Separation

Vulnerability costs – i.e. clarification plus rework
costs – increase with time separation because of
two reasons: (a) the timing of the interaction is
affected by time differences, which is evident in
our model by the interaction of the time vari-
ables (Tt and Td). Naturally, if miscommunication
occurs frequently, time separation makes it diffi-
cult to interact frequently and spontaneously, thus
introducing further delay; and (b) the choice of com-
munication media is limited to the tactic employed
(i.e. synchronous or asynchronous). In some cases,
suboptimal communication media may be chosen,
thus increasing the chance of miscommunication.
Vulnerability costs are also affected by whether the
team is colocated (or not) and by the amount of
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overlapping work time. It is not the same to have
80% overlapping work time between two sites as it
is to have only 10%. The narrower the window for
synchronous interaction, the fewer choices the team
will have for synchronous communication tactics.
This is also evident in our model in which the prob-
ability of unclear messages Pu is affected by the
quality of the communication medium used and by
the amount of work-time overlap available to repair
miscommunication in a timely manner.

In conclusion, time separation has profound
effects on the software process. Regardless of
the software development method employed (e.g.
waterfall, incremental, Unified Process, Extreme
Programming), coordination is critical to the man-
agement of the software process, particularly, as
the software size and the project team get larger
(Brooks 1995). And, because software is a com-
plex and equivocal task with intricate dependencies
among multiple activities, communication is the key
to accomplish coordination (March and Simon 1958,
Thompson 1967) and to manage the software pro-
cess dependencies effectively (Espinosa et al. 2001).
The software process not only involves many devel-
opers making decisions and carrying out tasks
individually but also involves subsequent coordina-
tion, which is necessary to integrate this individual
work, resolve mutual constraints, and manage task
dependencies. This coordination is not only neces-
sary to produce software that meets requirements
in a timely manner but it is also one of the most
difficult and pervasive problems in the software
process (Herbsleb and Mockus 2003). Time sep-
aration not only affects the timing of planned
communication but it also affects team members’
ability to interact frequently, informally, and spon-
taneously, which has an impact on the coordination
of task activities in the software process (Kraut and
Streeter 1995). In closing, we highlight our main
argument that same-time and different-time col-
laboration contexts present different challenges for
practice and research. Much of the research in global
and geographically distributed teams does not dis-
tinguish distance separation from time separation.
To avoid •confounds, we suggest that future empir-AQ10

ical research in global software teams needs to either
control for time differences within teams or be con-
ducted with teams that are not separated by time.
We expand on this theme by delineating the number
of dyad interaction patterns that exist in time sepa-
ration versus same-time teams. While in same-time
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contexts, there are only two possible collaboration
modes, colocated or distributed; in different-time
contexts, there are 16 possible collaboration modes
depending on whether

• the collaboration is either colocated or dis-
tributed (2x);

• a member makes a task request during or outside
the overlapping work hours (2x);

• the other member completes the task during or
outside the overlapping work hours (2x); and

• the overlap occurs at the beginning or at the end
of one’s workday (2x).

This underscores the difference with pure
distance-separated contexts, where time-related
variables do not have a strong influence on coordi-
nation and vulnerability costs.

6. FUTURE RESEARCH

Having merged together theory, exploratory field
research, and a basic model, we have defined a
conceptual foundation for deeper research into
time-separated coordination. We identify a number
of research approaches for further study, which we
discuss below:

6.1. Simulation Research

While we have provided preliminary validation of
our model, our approach has been simple, using
randomly drawn values from expected statistical
distributions of variables; we believe that more
formal and thorough simulation studies can pro-
vide further insights. Further simulation can both
expand the model and relax some of our assump-
tions.

6.2. Experimental Research

Experimental studies can be used to hypothesize
and test fine-grained aspects of our model and
time-separated work in general. An experimental
approach is likely to be designed around several
time-overlap conditions, such as 0, 20, 50, 80 and
100%. Other variables may also be manipulated:
task completion time (Tt) relative to the length of the
workday; daily cost of delay (Cd); communication
medium quality (i.e. affecting the probability of
unclear messages); and amount of rework needed
(Rw).
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6.3.. Field Research

We see two steps in doing field work. The first
is to continue and expand exploratory studies,
interviewing, and surveying software developers
in multiple organizations to: (a) identify effective
design of work configurations in time-separated
conditions; (b) develop a deeper understanding of
the key issues that developers face in time-separated
work arrangements; and (c) learn about how these
teams cope with the challenges of time separation.
Results of such a study can be used to refine our
model. Second, we propose a case-study design at
a single organization to explore relative coordination
costs in different time-distance configurations. The
organization may have either a single large team
with members in multiple locations across different
time zones or a number of smaller teams configured
in a variety of configurations: (a) colocated team
(i.e. the control condition); (b) dispersed sites across
the same time zone; and (c) dispersed sites across
different time zones. Such research can make use
of three groups of data: interviews, survey, and
system-derived data, possibly generated from the
configuration management system.
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