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ABSTRACT 
This paper provides a classification of perceptual issues in aug-
mented reality, created with a visual processing and interpretation 
pipeline in mind. We organize issues into ones related to the envi-
ronment, capturing, augmentation, display, and individual user 
differences. We also illuminate issues associated with more recent 
platforms such as handhelds or projector-camera systems.  
Throughout, we describe current approaches to addressing these 
problems, and suggest directions for future research.  

 
CR Categories and Subject Descriptors: H.5.1 [Information 
Interfaces and Presentation]: Multimedia Information Sys-
tems—Artificial, augmented, and virtual realities; H.5.2 [Infor-
mation Interfaces and Presentation]: User Interfaces—
Ergonomics, Evaluation/methodology, Screen design 
Additional Keywords: Human perception, augmented reality, 
handheld devices, mobile computing 

1 INTRODUCTION 
Over the years, research on head-worn Augmented Reality 

(AR) has been complemented by work on new platforms such as 
handheld AR and projector-camera systems. With the rapid ad-
vent of applications on cell phones, AR has become almost main-
stream. However, researchers and practitioners are still attempting 
to solve many fundamental problems in the design of effective 
AR. Although many researchers are tackling registration problems 
caused by tracking limitations, perceptually correct augmentation 
remains a crucial challenge. Some of the barriers to perceptually 
correct augmentation can be traced to issues with depth and illu-
mination that are often interconnected, or by issues related to the 
appearance of an environment. These problems may cause scene 
and depth distortions, and visibility issues, which can potentially 
lead to poor task performance. 

Some of these issues result from technological limitations. 
However, many are caused by limited understanding or by inade-
quate methods for displaying information. In the mid 90s, Drascic 
and Milgram attempted to identify and classify these perceptual 
issues [8]. Focusing on stereoscopic head-worn displays (HWDs), 
they provided useful insights into some of the perceptual issues in 
AR. Since then, considerable research has provided new insights 
into perceptual factors. Even though HWDs are still the predomi-
nant platform for perceptual experiments, the emphasis on a 
broader range of AR platforms has changed the problem space, 
resulting in the need to address new issues. To meet this need, we 

have designed this paper to serve as a guide to perceptual issues in 
AR. We begin by providing an updated overview of the issues 
affecting perceptually correct AR. Next, we describe approaches 
that address the problems associated with these issues, and identi-
fy research directions that could be followed to gain a better un-
derstanding of possible solutions. We conclude with a discussion 
of the effects that different platforms may have on perception. We 
hope that this paper will be useful for newcomers to the field, as 
well as seasoned researchers.  

2 BACKGROUND AND TERMINOLOGY 
Perception, the recognition and interpretation of sensory stimuli, 
is a complex construct [7]. Each sensory modality provides a dif-
ferent kind of information on which we base our interpretations 
and decisions. While the interplay between modalities can signifi-
cantly affect how we perceive our world, analyzing these interac-
tions is difficult. We often obtain different cues from the envi-
ronment we observe, and try to match those cues. Cues can over-
ride each other, or conflict—depending on the cues, conflicts may 
be mentally resolved or not. It is important to note that perceptual-
ly-incorrect augmentations are often a result of conflicting cues.  
In this article, we focus only on issues that relate to visual percep-
tion, ignoring the interplay with other modalities (Shimojo and 
Shams [52]). Perceptual issues relate to problems that arise while 
observing and interpreting information from the generated virtual 
world, and possibly the real world. A perceptual issue may not 
only be caused by the combination of real and virtual information, 
but may also originate in the representation of the real world it-
self.  

We will relate the perceptual issues to several classes of devices 
used in AR: HWDs, handheld devices, and projector-camera sys-
tems. HWDs use one of two approaches to overlay virtual infor-
mation: video see-through (relying on one or more cameras to 
view the real world) or optical see-through (using optical elements 
through which the real world is viewed) (Cakmakci and Rolland 
[6]). Handheld devices range from cell phones to ultra-mobile 
computers and tablet computers, contain a screen, include an in-
ternal or attached camera, and provide a small field-of-view. Fi-
nally, projector-camera systems are stationary (Bimber and 
Raskar [5]) or mobile systems (Karitsuka and Sato [27]) that make 
use of a potentially small projector and camera combo to sense 
and project augmenting graphics on arbitrary surfaces.  

3  CLASSIFICATION 
We treat perceptual problems in the context of a visual processing 
and interpretation pipeline (referred to as perceptual pipeline in 
this paper), describing what problems can occur from the real 
environment being captured up to overlaid graphics being ob-
served by the user. As such, we identify the following categories 
(see Table 1 for details):    
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Environment. Perceptual issues related to the environment it-
self, which can result in additional problems caused by the inter-
play between the environment and the augmentations.  

Capturing. Issues related to digitizing the environment in vid-
eo see-through systems, and optical and illumination problems in 
both video see-through and optical see-through systems. 

Augmentation. Issues related to the design, layout, and regis-
tration of augmentations.  

Display device. Technical issues associated with the display 
device.  

User. Issues associated with the user perceiving the content. 
 
As a result of the nature of human information processing, most 

perceptual processes also require cognitive resources. To simplify 

our discussion, however, we will use only the term “perception” 
throughout this paper.   

3.1 Problems and consequences  
Several problems can be identified that affect perception, and thus 
understanding (cognition), of augmented content. The level of 
impact greatly depends on the task at hand; for some tasks, partly 
incorrect perception of augmentation may have no effect, whereas 
for others, it is of utmost importance. The problems can roughly 
be divided into three categories: 

 
Scene distortions and abstraction. Scenery and augmentations 

can become greatly distorted and partly abstracted, making correct 
object recognition, size perception, segmentation, and perception 
of inter-object (or object-augmentation) relationships difficult.    

Table 1 – Classification of perceptual issues in augmented reality. Issues that are predominant for a specific device are tagged  
(H=head-worn display, M= handheld mobile device, P = projector-camera system) 

   
Issue Problem References  
Environment   

Structure 
Clutter, patterns, visibility, depth,  sur-

faces (H, M, P) 

Visibility, depth ordering, scene distortions. 
object relationships, augmentation identifica-
tion, surface perception  

Rosenholtz et al. [49], Sandor et al. [50], Livingston et al. [36], 
Lappin et al. [32], Grossberg et al. [19], Bimber et al. [5], 
Guehring, [20], Raskar et al. [45] 

Colors 
Monotony, opponency (H, M, P) 

Depth distortion, depth ordering Gabbard et al. [17],  Stone [54],  Gabbard and Swan [16] 

Condition 
Indoor, outdoor illumination (H, M, P) 

Visibility Stauder [53] 

Capturing   
Image resolution and filtering (H, M) Object relationships, object segmentation, 

scene abstraction 
 

Lens issues 
Quality, wide-angle, flares, 
calibration (H, M, P) 

Object relationship, scene distortion, visibility  Klein and Murray [30] 

Exposure (H, M, P) Depth distortion, object segmentation, scene 
abstraction 

 

Color correctness and contrast (H, M, P) Depth distortion, object relationships, object 
segmentation 

Mantiuk et al. [39], Rastogi [46], Reinhard et al. [47],  Stone 
[54] 

Capturing frame rate (H, M, P) Scene abstraction  Thropp and Chen [58],  Ellis et al. [10] 
Augmentation   

Registration errors (H, M, P) Object relationships, depth ordering   
Occlusion  

Object clipping, x-ray vision (H, M, P) 
Visibility, depth ordering, scene distortion, 
object relationships  

Ellis and Menges [9], Wloka and Anderson [61], Berger [3], 
Klein and Drummond [29],  Feiner and MacIntyre [12], Livings-
ton et al. [38], Tsuda et al. [59], Kjelldahl and Prime [28], 
Elmqvist et al. [11], Kalkofen et al. [26], Lerotic et al [33]  

Layer interferences and layout 
Foreground-background, clutter  
(H, M, P) 

Visibility, depth ordering, object segmentation, 
scene distortion, text readability 

House et al. [22], Robinson and Robbins [48], Bell et al. [2], 
Azuma and Furmanski [1], Leykin and Tuceryan [34], Peter-
son et al. [43],  Gabbard and Swan  [16],  Stone, [54] 

Rendering and resolution mismatch 
Quality, illumination, anti-aliasing, 
color scheme, resolution mismatch  

    (H, M, P) 

Depth distortion, depth ordering  Thompson et al. [57], Jacobs and Loscos [23], Rastogi [46], 
Okumura et al. [41], Drascic and Milgram [8] 

Display device   
Stereoscopy (H) Object relationships, visibility  Livingston et al. [36], Livingston et al. [37],  Jones et al. [25] 
Field of view (H, M) Scene distortion, object relationships, visibility Knapp and Loomis [31],  Ware [60],  Cutting [42 
Viewing angle offset (M) Object relationships   
Display properties (H, M, P) Visibility, object segmentation, scene abstrac-

tion, object relationships, text legibility  
Livingston [37],  Rastogi [46] 

Color fidelity (H, M, P) Visibility, depth distortion, color perception Livingston et al. [37], Fraser et al. [15], Seetzen et al. [51], 
Gabbard et al. [17], Jefferson and Harvey [24],  Ware [60],  
Stone [51],  Gabbard et al. [17] 

Reflections (H, M) Visibility, object segmentation, scene abstrac-
tion, object relationships 

 

Latency (H, M) Scene abstraction, object matching Thropp and Chen [58], Ellis et al  [10],  Drascic and Milgram 
[8] 

User   
Individual differences (H, M, P) Object segmentation, scene abstraction Linn and Petersen [35] 
Depth perception cues 

Pictorial, kinetic, physiological,  
Binocular (H, M, P) 

Object segmentation, scene abstraction, depth 
distortion  

Drascic and Milgram [8], Cutting [7], Gerbino and Fantoni [18], 
Swan et al. [55] 

Disparity planes (H, M) Depth distortion Gupta [21] 
Accommodation 

Conflict, mismatch and absence (H) 
Depth distortion,  size perception Drascic and Milgram [8], Mon-Williams and Tresilian [40], 

Gupta  [21] 
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Depth distortions and object ordering. Related to the pre-
vious issue, incorrect depth interpretation is the most common 
perceptual problem in AR applications. Depth in AR refers to the 
interpretation and interplay of spatial relationships between the 
first-person perspective, the objects in view, and the overlaid in-
formation. These problems keep users from being able to correctly 
match the overlaid information to the real world.   

Visibility. Users may be unable to view the content itself, most-
ly caused by screen problems, such as size, reflections, and 
brightness, or color and texture patterns that interfere with the 
captured environment.  

 
Our goal in AR is the perceptually correct connection between 

real-world objects and digital content, supporting the correct in-
terpretation of the spatial relationships between real and virtual 
objects. In general, perceptual correctness is often associated with 
specific sensory thresholds (Pentland [42]).  

Real world objects can be overlaid with digital content (e.g., a 
terrain pseudocolored based on temperature), or digital content 
can be added to a scene (e.g., a label). The user should be able to 
distinguish both kinds correctly. However, incorrect depth inter-
pretation is the most common perceptual problem in AR applica-
tions, interfering with the interpretation of spatial relationships 
between the first person perspectives, the objects in view, and the 
overlaid (embedded) information. Users are regularly unable to 
correctly match the overlaid information to the real world, and 
tend to underestimate distances in at least see-through displays 
(Swan [56]).  Measuring perceptual problems by their level of 
accuracy and correctness is actually challenging (Drascic and 
Milgram [8]) and, outside of a few exceptions  (such as the me-
thodology of Gabbard and Swan [16]), there is no generally used 
framework. Nonetheless, some researchers have performed exten-
sive perceptual tests, in particular with HWDs.  

4 ISSUES AND ASSOCIATED PROBLEMS 
There are many problems in the different stages of the perceptual 
pipeline, from the environment to which the augmentation refers, 
up to the interpretation by the user.  

4.1 Environment  
Perceptual problems associated with augmentation regularly ori-
ginate in the environment to which it relates. The structure, colors 
and natural conditions of the environment can disturb the way in 
which it is recorded or perceived, creating depth problems and 
augmentation dependencies that must be addressed.    

 
Environment structure. The structure of an environment (i.e., 

the arrangement of its objects) may affect all stages of the percep-
tual pipeline. Structure can be a great aid to provide depth cues 
(Cutting [7], see Section 4.5, depth cues). Some environments 
provide a richer set of cues than others, and can be used as refer-
ence points (Livingston et al. [36]), but may be biased by context. 
Both the accuracy and the precision of perceived distance may 
depend on the environmental context, even when familiar objects 
are used (Lappin et al. [32]). A key problem associated with struc-
ture is clutter, in which excess items lead to a degradation in task 
performance (Rosenholtz et al. [49]). Clutter can be difficult to 
segment and recognize, can cause occlusion problems, and may 
contain too many salient features that make general scene under-
standing difficult. Clutter may also obscure other problems during 
decision-making processes while observing data. Clutter is a prob-
lem in all further stages in the perceptual pipeline, limiting object 
recognition and segmentation. Patterns (i.e., composites of fea-
tures in the environment that generally have a repeating form) can 
limit surface perception and augmentation identification. If an 
environment exhibits a pattern that resembles the pattern of an 

augmentation, perceptual interference will occur (see Section 4.3, 
layer interferences and layout). Scene understanding might also be 
affected by object visibility, referring to the occlusion relation-
ships between objects as seen from the user’s perspective. Objects 
may be fully or partly visible, or even completely occluded. Visi-
bility depends on both the human-made structure (infrastructure) 
and the geographic features of an environment. Finally, for pro-
jector-camera systems, the environment should provide for appro-
priate surfaces on which to project. Surface angle and curvature, 
and characteristics like texture, fine geometric details or reflectivi-
ty may result in depth and scene distortions. 

 
Colors. The color scheme and variety of an environment can 

hinder correct perception in general, and cause depth problems 
while interpreting it (Gabbard et al. [17]). Environments that have 
largely unvarying monochromatic surfaces may lose depth cues if 
captured at lower resolution, since the environment may end up 
looking amorphous. Under changing light conditions, the color 
scheme of an environment may also pose considerable problems 
(Stone [54]). Specific colors may hinder augmentation due to 
similarity with the chosen color scheme of, for example, labels 
(Gabbard and Swan [16]). Finally, surfaces with high color va-
riances (patterns) may affect the visibility of projected images in 
projector-camera systems.   

 
Environmental conditions. The state of the environment being 

captured can greatly influence perception: less preferable condi-
tions bias the perception of the world around us, both through the 
nature of the condition, and the display of the captured image. The 
main variable in indoor environments is lighting. Lighting affects 
the exposure of imaging (Section 4.2, exposure), can lead to the 
incorrect display of color (Section 4.2, color correctness and con-
trast) and incorrect augmentation (Stauder [53]), and causes ref-
lections on displays (Section 4.4, reflections) and lens flare (Sec-
tion 4.2, lens issues). Furthermore, highly varying lighting (e.g., 
shadows on a bright wall) can make projection difficult. Lighting 
can also greatly affect the quality and correctness of imaging in 
outdoor scenarios. With highly varying light intensities (between 
100 and 130,000 lux, a variation of three orders of magnitude), 
imagery can be underexposed or overexposed (Section 4.2, expo-
sure). Furthermore, very bright environments can limit projection. 
Obviously, light intensity is a result of both the time of day and 
weather (e.g., clouds, fog and rain can limit visibility, leading to 
objects that are partly or fully invisible at that time). As in indoor 
conditions, strong light (both natural and artificial) can cause ref-
lections and lens flare.   

4.2 Capturing 
Capturing refers to the process of converting an optical image to a 
digital signal by a camera, thus defining the first stage of provid-
ing a digital representation of an environment.  

 
Image resolution and filtering. The resolution of a capturing 

device results in an abstracted representation of the real world by 
a finite number of pixels (typically arranged in a regular array at a 
fixed spatial frequency), each of which samples within a limited 
dynamic range. Low resolution sampling can lead to difficulties in 
visually segmenting one object from another in highly cluttered 
environments. With lower resolution, objects tend to merge, mak-
ing correct augmentation harder, and may appear flat, losing depth 
cues. The problem is further exacerbated by the antialiasing per-
formed by cameras, which generally use a Bayer color filter mo-
saic in combination with an optical anti-aliasing filter.  

 
Lens issues. Lens quality varies widely in AR setups, and may 

cause optical aberrations such as image blurring, reduced contrast, 
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color misalignment (chromatic aberration), and vignetting (Klein 
and Murray [30]). Most handheld AR platforms deploy wide-
angle lenses whose short focal length artificially increases the size 
of the “window on the world,” which can cause further problems. 
As can be seen in Figure 1, the lens shows a bigger portion of the 
world (B) in comparison to the 1:1 relationship that would be 
maintained using a normal focal length lens (A). This offset caus-
es perspective distortion from the standpoint of the user’s eye; in 
B objects are transformed in their context until they differ signifi-
cantly from A. This leads to incorrect inter-object relationships 
and object sizes: objects often appear further apart (and thus 
smaller in the back) than they actually are. The inter-object rela-
tionships can be further biased when there is an offset in distance 
and angle between the camera lens and the display center, which 
may contradict the understanding of what the user thinks they are 
looking at “through” the display. The correction of imaging from 
a wide-angle lens also results in distortion of directional cues 
since it is artificially flattened. Finally, and similar to HWDs, 
handheld displays may suffer from problems related to calibration 
and lens flare.  

 
  
 

 
 

Figure 1 – Captured environment using wide-angle lens. User 
represents the actual user viewpoint and related viewing cone of a 
normal focal length lens, whereas virtual eye refers to the center of 

projection and viewing cone associated with the wide angle lens 
used in the display device. The difference causes distortion.  

 
Exposure. Exposure relates to the scene luminance and the ex-

posure time defined by the aperture and shutter speed, and hence 
is influenced by artificial and natural light (Section 4.1, environ-
mental conditions). Cameras operate only within a specific range 
of light intensity. During capture, this can lead to under or over 
exposed imaging, which loses depth information, and object detail 
and contrast. Noise produced by the image sensor also increases 
as lighting decreases. Noise removes detail in shadows, and may 
produce incorrect atmospheric cues. Noise may make objects 
impossible to recognize, and can severely limit depth perception.  

 
Color correctness and contrast. The human eye is capable of 

differentiating among a remarkable range of colors and contrasts. 
Color correctness refers to the fidelity of the reproduced color, 
which can be expressed as a variance in hue, saturation and 
brightness. Contrast, on the other hand, is defined by the differ-
ence in color and brightness of an object in comparison to other 
objects in the field of view. Low contrast can prevent the percep-
tion of features that may be necessary for object recognition, and 
result in false depth perception, since objects at different depths 
appear to merge in depth. Also, objects that are more blurred ap-
pear to be further away, which further distorts depth perception 

(Rastogi [46]). Reproducing color and contrast is often limited by 
the color gamut and even more limited dynamic range (contrast) 
that cameras can capture and that the majority of image and video 
formats can store (Mantiuk et al. [39]). Most image sensors only 
cover a part of the color gamut, resulting into tone mapping of 
colors available in the processed color range. Furthermore, the 
camera sensor capacities for white balancing and dealing with 
artificial light might be restricted.  

Contrast limitations can be caused by the micro-contrast of the 
lens, which is the level of differentiation between smaller details 
that have an increasingly similar tonal value that the lens can cap-
ture. Contrast is also affected by the color capturing abilities of 
the image sensor, since color differentiation can create contrast. 

 
Capture frame-rate. The capture frame-rate can be limited by 

both the camera and the display device. This can lead to visual 
distortions in fast moving scenes or quick display movements. 
Scene information will likely get lost since it cannot be captured. 
Lower frame rates do not seem to affect the user’s situation 
awareness, but may decrease task performance, rendering the 
application useless (Thropp and Chen [58], Ellis et al. [10]). Low-
er frame rates seem to affect HWDs more than other platforms.  

4.3 Augmentation  
Augmentation refers to the registration of digital content over 
video imagery or on top of surfaces and can suffer from a range of 
problems associated with the limits of interactive technology.   

 
Registration errors. Accurate registration relies on the correct 

localization and orientation information (pose) of a tracked de-
vice. This is often hard, particularly in outdoor environments. 
High-accuracy tracking is often illusory, and can only be achieved 
by high-quality devices. In particular, current cell phones have 
relatively inaccurate position and orientation sensors, resulting in 
far worse tracking accuracy and noticeable drifting of orientation 
measurements. The needed tracking accuracy depends on the 
environment and distance of the objects being viewed: lower ac-
curacy tracking may be acceptable for objects far away in large 
scale environments where offsets are less noticeable, while accu-
rate augmentation of nearby objects is harder. Ellis and Menges 
[18] found that nearby virtual objects tend to suffer from percep-
tual localization errors in “x-ray” or monoscopic setups.  Howev-
er, one may wonder if correct augmentation is not overrated, as 
the brain has remarkable capabilities for dealing with inconsisten-
cies, and sometimes approximate registration may be good 
enough. Nevertheless, this is often not acceptable for many users.  

 
Occlusion. Occlusion, the visual blocking of objects, is both a 

perceptual advantage for AR by providing depth cues, and a major 
disadvantage (Wloka and Anderson [61]). The main issue asso-
ciated with occlusion is incorrect separation of foreground and 
background: objects that need to be rendered behind a particular 
object instead appear in front of it. This causes incorrect depth 
ordering and objects may look like they do not belong to the 
scene.  

Once objects in the real world are fully occluded, under normal 
visual conditions they are (obviously) not visible anymore. Since 
the advent of AR, researchers have tried to make occluded or 
invisible objects visible again. The main method used is some 
form of x-ray vision, which allows the user to see through the 
objects that are in front of the occluded objects (Feiner, MacIn-
tyre, and Seligmann [12]). However, x-ray vision is also prone to 
depth ordering problems, as the order of overlap is reversed (Ellis 
and Menges [18]). Furthermore, some of the rendering methods 
for visualizing occluded objects suffer from depth perception 
problems, in particular when used on a 2D display; for example, 
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wireframe models are prone to the so-called Necker Cube illusion, 
where lines are ambiguous since they cannot be clearly assigned 
to either the front or the back (Kjelldahl and Prime [28]).  

 
Layer interferences and layout. Environmental patterns can 

limit surface perception and augmentation identification (Section 
4.1, environment structure). Depending on the features of the 
background and the augmentation, interference may occur where 
patterns intersect or visually merge, leading to foreground-
background interpretation problems. These features are affected 
by the orientation, transparency, density and regularity of patterns, 
and the color schemes being used. Additionally, foreground-
background pattern issues are related to problems that occur in 
multilayer AR systems, in which multiple layers are rendered on 
top of each other. A related problem is layer clutter, which de-
pends on the number of labels and their opacity. Once the number 
of layers gets too large, labels may overlap, which may lower text 
readability (Leykin and Tuceryan [34]).  

 
Rendering and resolution mismatch. The rendering quality 

defines the fidelity with which digital objects are displayed on the 
screen. Surprisingly, no direct relationship has been found be-
tween the level of fidelity and the judgment of depth in digitally 
reproduced graphics (Thompson et al. [57]). In addition to the 
rendering quality, illumination can affect both the fidelity of the 
augmented objects and their correct perception. Jacobs and Los-
cos [23] provide an excellent overview of illumination issues. 
Using antialiasing methods can also improve fidelity, but may 
lead to perceptual distortions. Differences in both resolution (ren-
dering quality) and clarity (antialiasing) could be interpreted as a 
difference in accommodation, leading to false stereoscopic dispar-
ity (Rastogi [46]). A similar effect can be noticed between the 
different resolutions of the captured video background and the 
rendered objects (Drascic and Milgram [8]). Finally, the color 
scheme of an augmentation may affect at which depth level the 
augmentation is perceived to reside (Klein and Murray [30]). 

4.4 Display device  
The display device shows the augmented environment to the user 
and, like the other stages, can give rise to perceptual problems. 
Most of the problems can be associated with the screen, but some 
problems also arise from the relatively modest capabilities of the 
processor and graphics unit.  

 
Stereoscopy. Focusing primarily on HWDs, numerous re-

searchers have identified the main issues and problems of correct-
ly displaying stereoscopic content. Typical problems include dif-
ferences between real and assumed inter-pupillary distances (Li-
vingston et al. [36]), visual acuity and contrast effects (Livingston 
et al. [37]), alignment and calibration issues (Jones et al. [25]), 
and issues associated with accommodation (see Section 4.5, ac-
commodation). However, some perceptual issues that arise when 
an HWD is used to view a fully synthetic virtual environment may 
be mitigated with AR (e.g., depth perception (Jones et al. [25])). 
Stereoscopic display issues currently are of less importance for 
handheld devices and projection-camera systems.  However, this 
may change in the future: already some commercially available 
stereo hand-held displays resemble binoculars and display ste-
reoscopic content.  

 
Field of view. Field of view (FOV) refers to the extent of the 

observable world. In video see-through displays, FOV obviously 
restricts how much of the real world can be seen. Although human 
foveal vision comprises less than 1° of the visual field, humans 
rely heavily upon peripheral vision, and a limited FOV makes 
many visual tasks very difficult (Ware [60]). However, a limited 

FOV does not necessarily cause depth estimation failures (Knapp 
and Loomis [31]). In optical see-through and handheld setups, the 
issue becomes complex, since the information space is not unified 
anymore, but separated. Humans have a horizontal FOV of over 
180°, while video see-through HWDs typically support between 
30°–100° horizontal FOV (although some go up to almost 180°). 
With optical see-through displays and handheld devices, a rela-
tively small FOV is used for the digitized information. This leads 
to two variations of a dual-view situation. In some optical see-
through displays in which the optics are frameless or surrounded 
by a very thin frame, users can observe the real world in a much 
larger portion of their FOV than what is devoted to overlaid 
graphics: users see the real world at the correct scale in both por-
tions. Similarly, most handheld video see-through displays allow 
the user to view the real world around the bezel of the display that 
shows the augmented world. However, in these displays the wide 
FOV lens used by the camera (see Section 4.2), combined with 
the lens offset from the center of the display, typically creates a 
significant disparity between the small, incorrectly scaled aug-
mented view and the much larger, full scale unaugmented view 
that surrounds it. In addition, a frame can have a profound effect 
on how the scene inside the frame is perceived (Cutting [42]). 
This raises interesting questions as to the advantages and disad-
vantages of both of these approaches.  

 
 

 
 

Figure 2 –Offset caused by object location and indirect display-
camera angle observing the object. 

 
Viewing angle offset. HWDs are placed directly in front of the 

eye, and hence there is often relatively little angular offset be-
tween the real world being observed, and the display through 
which it is seen. However, when using a handheld device, the 
angle at which the display is held can result in an angular offset 
(Figure 2), which can be strengthened by a possible further offset 
caused by the camera attached to the display. Whereas cell phones 
can be held relatively close to the apex of the viewing cone, most 
other handheld devices are typically held lower to support a more 
ergonomic pose. Depending on the device weight, this angular 
offset can be large and dynamic over time. The offset results in an 
indirect view of the world. This may lead to alignment problems: 
users may not readily understand the relationship between what is 
seen directly in the real world and what is shown on the screen 
when comparing both, which may require difficult mental rotation 
and scaling. In addition, the viewing angle offset can be further 
exacerbated by the angle and placement of the camera relative to 
the display (see Section 4.2, lens issues).  

 
Display properties. Display brightness and contrast affect the 

visibility of content when blended with ambient light. Display 
brightness refers to the luminance of a display, and varies roughly 
between 250–500 candelas per square meter (cd/m2). Contrast can 
be expressed by the ratio of the luminance of the brightest color 
(hence, white) to that of the darkest color (black) that the display 
is capable of producing. Particularly in outdoor applications, con-
trast is still limited due to the effects of ambient light. Ambient 
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light will lower the contrast of the display, which leads to the 
inability of the human visual system to differentiate between finer 
nuances of color (Ware [60]). Consequently, colors, and possibly 
objects, may start to blend visually. Currently, there is no display 
technology with the dynamic range needed to show content cor-
rectly under all outdoor light intensities.   

The resolution, the number of pixels a screen can display, has a 
strong effect on the perception of objects and is closely related to 
the pixel density (expressed as pixels per inch (PPI)). Handheld 
devices tend to have small screens, but are now capable of deli-
vering high pixel density. This results in an image that is per-
ceived as “sharp”. However, users may perceive sharp objects as 
being closer than they actually are, affecting depth perception 
(Rastogi [46], also see Section 4.3, rendering and resolution mis-
match).  Furthermore, with high pixel density displays, very small 
objects may be displayed, which can result in object recognition 
and segmentation problems. Using a larger display is often con-
strained by ergonomics and form factors, since users may have 
difficulty carrying the device.  

In projector-camera systems, the display characteristics depend 
on the brightness and contrast of the projector, and the albedo of 
the projected surface. Current handheld projector-camera systems 
suffer from very low brightness and hence are not usable in many 
daytime outdoor situations.  

 
Color fidelity. Within AR, color fidelity refers to the color re-

semblance between the real world and what is displayed on the 
screen. Whereas in print media there are standard conversions 
between the color representations of different devices (Fraser et 
al. [15]), in AR such conversions are typically not addressed: 
current practice typically does not address mapping between sam-
pled real-world colors and how they are represented. Also, there is 
usually no adjustment for color blindness (Ware [60]).  Color 
space conversions use gamut mapping methods to shift colors into 
a range that is displayable on a given device (Stone [51]). The full 
range of natural colors cannot be represented faithfully on existing 
displays; in particular, highly saturated colors cannot be repro-
duced. This can distort color-based perceptual cues, and affect the 
interpretation of color-coded information (Gabbard et al. [17]). 
Color fidelity in outdoor environments is a highly complex issue. 
Changing outdoor conditions affect optical see-through displays 
to a greater extent than video see-through displays, because in 
video see-through both the real world and the overlays are dis-
played in the same color gamut. In projector-camera systems, 
texture variation across the projection surface can disturb color 
representation. 

 
Reflections. Reflections are among the most significant effects 

for disturbing the perception of AR content. In HWDs, shiny ob-
jects may disturb perception. In handheld systems with an ex-
posed screen, content may become almost invisible. This general-
ly depends on both the ambient light conditions, such as the 
brightness and orientation towards the sun or artificial lights, and 
the objects being reflected. Reflections also introduce the problem 
of multiple disparity planes, since reflected objects are usually at 
a different depth than the screen content.  Reflections may also be 
an issue in projector-camera systems, when content is projected 
on specularly reflective surfaces.  

 
Latency. Latency relates to the possible delay of capturing or 

showing content, and is directly dependant on the number of 
frames per second the display device is able to generate. Mostly, 
this is dependent on the performance capacities of the processor 
and graphics board, which is in direct relation to the complexity of 
content. The performance may affect both the capturing of content 
(Section 4.2) and rendering quality (Section 4.4). Latency may 

include dynamic registration effects, in which camera imagery is 
updated quickly, but overlays lag behind (Drascic and Milgram 
[8]). Latency seems to affect the user experience and direct inte-
raction with content more than the perception of what is being 
viewed. Many AR applications involve static, or at least slowly 
changing, content, which may not be as affected by rendering 
speed. Usability of applications that are dependent on fast graph-
ics (such as games) or dexterous motor tasks that depend on over-
lays may suffer from perceptual limitations caused by latency 
(Ellis et al. [10]).  

4.5 User  
The user is the final stage of the perceptual pipeline and is af-
fected differently by the various platforms.  

 
Individual differences. The perception of the digital content 

presented at the display screen can be highly influenced by indi-
vidual differences between users. These differences may require 
noticeable modifications of the way we represent information, 
such as icons or text. Individual differences include the user’s 
ability to perceive detail (visual acuity), which can be corrected 
by prescription eyewear; eye dominance; color vision capabilities; 
and differences in spatial abilities (Linn and Petersen [35]).  

 
Depth cues. Depth cues play a crucial role in the success or 

failure of interpreting augmented content. Pictorial depth cues are 
the features in drawings and photographs that give the impression 
of objects being at different depths (Cutting [7]). These cues in-
clude occlusion (opposition), height in the visual field, relative 
size, aerial perspective, relative density, relative brightness, and 
shadows.  Kinetic depth cues can provide depth information ob-
tained by changing the viewpoint, such as relative motion parallax 
and motion perspective.  Physiological depth cues come from the 
eyes’ muscular control systems, and comprise vergence (rotations 
of the eyes in opposite directions to fixate at a certain depth), 
accommodation (which counteracts blurring by changing the 
shape of the eye’s lens), and pupil diameter (which counteracts 
blurring by changing the eye’s depth of field, but which is also 
affected by ambient illumination levels). Finally, binocular dis-
parity provides depth cues by combining the two horizontally-
offset views of the scene that are provided by the eyes.  Of all of 
these depth cues, occlusion is the most dominant (Cutting [7]), 
and this drives the most pervasive depth cue problem in AR: the 
incorrect depth ordering of augmentations. This problem becomes 
even more problematic when only a limited number of depth cues 
are available, which may lead to the underspecified depth of ob-
jects  (Gerbino and Fantoni [18]), or even contradiction or biasing 
(Lappin et al. [32]), see Section 4.1, environment structure).   

 
Disparity planes. In relation to Section 4.4 (field of view), both 

real-world and virtual objects can have different binocular dispari-
ties, and result in perceptual problems related to disparity planes 
and disparity areas. A disparity plane defines the depth disparity 
at which content is observed. Focal depth often relates to disparity 
areas—groups of objects that are in similar disparity planes. In 
the case of dual-view AR systems, a depth disparity will often 
occur: the augmentations exist in one disparity area, and the real 
world in another. Since these areas are at different focal depths, 
users may need to continuously switch their vergence (eye rota-
tion) between these areas to compare content, or because their 
attention is drawn to the other area. Furthermore, in HWDs there 
may be an offset in depth between user interface elements ren-
dered in the front plane of the viewing cone and the actual AR 
content. When users often need to use the interface, it will result 
in regularly switching between these different depth planes, which 
may lead to visual fatigue (Gupta [21]). 
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Accommodation. Users of stereo displays typically experience 
what is known as a vergence-accommodation conflict. This con-
flict occurs when the eyes converge on an object that is seen in 
two spatially offset views provided to the left and right eyes, but 
the eyes’ lenses accommodate at a different (typically constant) 
depth—that of the display.  The human visual system has the abil-
ity to tolerate this mismatch, but depth perception is distorted 
(Mon-Williams and Tresilian [40]). In monoscopic, video-see-
through and projector-camera systems, all content is displayed 
and viewed on a single depth plane, and hence this problem does 
not exist (at the expense of losing both vergence and accommoda-
tion depth cues). Projector-camera systems will likely have no 
focal plane (disparity) problems.  However, because all except 
laser projectors have a fixed focal depth, multiple non-connected 
surfaces that are disparate in depth will cause problems.          

5 MITIGATION 
Researchers have come up with various approaches to address the 
problems of the perceptual pipeline. In this section, we define the 
main directions in all stages except the user.    

5.1 Environment  
Augmentation of objects in cluttered scenes often requires a way 
of uniquely binding augmentations to an object using visual aids. 
In particular, when an augmentation overlaps several objects, a 
correct layout can aid this binding (Section 5.3). Once augmenta-
tion is also interfered by pattern interferences between objects, 
the visualization method can be modified (Section 5.3) to separate 
foreground and background layers. Augmentations may also re-
quire some color opponency to avoid the label visually merging 
with the object over which it is overlaid (Gabbard and Swan [16]). 
However, the object and the augmentation may become separated 
if the color of the object changes. 

When virtual objects are occluded, x-ray vision methods can be 
used to view them. However, users often mix up the spatial rela-
tionships between virtual and real objects, in both direction and 
distance (Sandor et al. [50], also see Section 4.2, occlusion).  

With regard to projection on surfaces, geometric and photome-
tric methods are provided by Grossberg et al. [19] and Bimber et 
al. [4] to solve color pattern correction (pixel to pigment correc-
tion) and angular or curvature corrections; this research relates to 
work on the“Office of the Future” (Raskar et al. [45]). Similarly, 
illumination problems such as patterns caused by shadows on 
surfaces can also be addressed (Guehring, [20]).  

5.2 Capturing  
Capturing can be constrained by both lens and camera parameters. 
Solving problems caused by lenses, however, is often hard, and 
only a few solutions exist (Klein and Murray [30]). With respect 
to wide-angle lenses, an observer does not necessarily notice the 
introduced distortions, due to the dual-view condition: the view of 
the real world may correct potential cue conflicts or misleading 
perceptions, including those caused by low resolution. The dual-
view situation, though, may increase disparity plane switching 
(see Section 4.5, disparity planes and areas) and cognitive load, 
and be ineffective when objects are moving fast. Theoretically, 
the user may also move closer towards the display, hence lower-
ing the angular difference between A and B, to minimize the dis-
tortion (see Figure 1). Similar effects have been noticed by Cut-
ting [7], who observed users looking at photographs; however, 
most users will not move closer to the display (towards the virtual 
eye), often being constrained by ergonomic limitations (Section 
4.4, viewing angle offset).  

Often, problems can be solved by using a different or improved 
hardware and software.  The problems caused by the limited sen-

sitivity of current cameras will likely be reduced with improved 
image sensor sensitivity and noise reduction methods. Color and 
contrast, and potential depth problems can be improved by using 
a better lens and a higher resolution sensor, or by using high dy-
namic range (HDR) imaging (Reinhard et al. [47]). HDR allows 
for a greater dynamic range between luminance in the darkest and 
lightest areas in a scene being captured, thus making it possible to 
display a wider range of intensity levels. The result is high-
contrast imagery, where objects can easily be identified, but 
which may have a compressed color range that can affect percep-
tion. Significant ameliorating perceptual phenomena include si-
multaneous color contrast and simultaneous luminance contrast: 
the human visual system changes the perceived color of an object 
according to the colors that surround the object (Stone [54]).  

5.3 Augmentation   
One of the longstanding problems associated with augmentation, 
registration, can be mitigated by new or improved tracking me-
thods. However, this topic falls outside the scope of this paper.  

With regard to problems associated with occluded objects, most 
researchers have avoided object clipping to correct depth order-
ing, although multiple clipping solutions have appeared. Most of 
these approaches take a contour-based approach to clip parts of  
the occluded virtual object, including those of Berger [3] and 
Klein and Drummond [29]. Furthermore, a number of techniques 
have appeared that improve the x-ray visualization of occluded 
objects, including rendering of wireframe models or top-views by 
Tsuda et al. [59], distortion of the real space by “melting” by San-
dor et al. [50], dynamic transparency methods by Elmqvist et al. 
[11], focus and context methods by Kalkofen et al. [26], non-
photorealistic rendering methods by Lerotic et al. [33] and opti-
mized wire-frame rendering by Livingston et al. [38]. Correct 
illumination may also aid in depth ordering associated with oc-
cluded objects: shadows can be helpful, providing an important 
depth cue. Correct illumination can also help make the scenery 
more believable, preventing augmented objects from looking like 
cardboard mock-ups. Additionally, artificial depth cues such as 
grids or depth labels (distance indicators) can be used.  

Both House et al. [22] and Robinson and Robbins [48] provide 
some directions for dealing with pattern interferences, by chang-
ing parameters of the visualization (like stripping a texture apart); 
however, these methods are not typically used in AR. Other solu-
tions are offered by Livingston et al. [38], including varying the 
opacity of layers, which improved the wireframe-only rendering 
methods by simulating the depth cue of aerial perspective.  

To alleviate label clutter and improve text readability, Bell et 
al. developed view management methods [2], whereas Peterson et 
al. focused on depth-based partitioning methods [43]. In addition, 
highly saturated labels might be needed to separate them from the 
background, but may conflict with the rules of atmospheric pers-
pective: such labels may be interpreted as being closer than they 
actually are (Stone, [54]). 

Finally, dealing with the offset between video and rendering fi-
delity, Okumura et al. focused on blurring the scenery and the 
augmentations [41]. Similarly, applications could simply adapt the 
rendering resolution to that of the video background. 

5.4 Display device  
Display quality improves continuously. New display technologies 
are expected to emerge that may better cope with brightness and 
contrast issues. Displays often make use of backlighting and anti-
reflective coatings to make content more visible, although content 
is often still not visible under sunny conditions. Reflections can be 
minimized by coatings, which may reduce the brightness of the 
screen. Similarly, reflective surfaces should be avoided on the 
interior of HWD enclosures. Matching the dynamic range of out-
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door illumination is a problem.  The head-up displays used in 
aircraft can match this dynamic range, and laser-based display 
technologies (e.g., those of MicroVision) could potentially match 
it, but are not widely used.  

General guidelines to improve the perceptual qualities of visua-
lizations also aid in addressing color correctness problems (Ware 
[60]). To date, color correction methods have mostly been applied 
in projector-camera systems (Section 4.2), and in a limited extent 
in handheld AR [30], but all platforms can benefit. The same 
thing applies to color blindness [14], some work on which was 
performed by Jefferson and Harvey [24].  

Whereas content may get lost due to latency, handheld device 
users can at least retrieve information from the captured environ-
ment by direct view. The dual-view allows the user to relate the 
real-world in full detail with the content represented on the screen, 
even when the difference in disparity planes can make this hard. 
Furthermore, a monoscopic view that is seen and focused on bio-
cularly in close range can make it difficult to determine the actual 
distance of objects. Finally, performance can still be a bottleneck, 
affecting all stages in the pipeline.  

6 FURTHER RESEARCH  
Though the approaches that we have discussed to mitigate percep-
tual problems can bring us closer to achieving perceptually-
correct augmentation, many problems remain to be solved. In this 
section, we identify several research questions that deserve further 
work. The questions focus on the various aspects of the perceptual 
pipeline, thereby also covering multiple stages at once. 

 
Environment: How can we deal with dynamic aspects (color, 

illumination) of environments? While (indirectly) some work has 
been performed on visual patterns, in general the structure, colors, 
and illumination conditions in an environment are ignored or 
adapted for manually. For example, dynamically adaptable color 
schemes that adjust to the environment conditions could be of 
great benefit to solve some of the object segmentation and depth 
problems that are caused by the environment. 

 
Capturing: How do high-definition and HDR cameras coupled 

with improved display resolution change perception on small 
devices? These camera types are currently attracting interest: they 
are suitable for solving perceptual problems associated with reso-
lution mismatches, and the improvement of the color gamut and 
contrast. However, the perceptual consequences of using HDR 
cameras with non-HDR displays should be carefully studied, since 
skewed colors can be counterproductive.  

 
Capturing: How can we design systems with dynamic FOV, 

and what effects do they have? The FOV mismatch introduced by 
using wide-angle lenses with small FOV displays causes scene 
distortion. This could be addressed through dynamic FOV (e.g., 
by using liquid lens technology). Similarly, (software) methods 
that adapt to the actual position of the eye relative to the display 
could prove useful. It is unknown, though, if such methods are 
achievable and if they will cause perceptual disturbances.  

 
Augmentation: How can we further improve AR methods to 

minimize depth-ordering problems? X-ray vision is useful to look 
through objects in the real scene.  However, depth ordering and 
scene understanding in such systems still requires improvement: 
one direction that may yield benefits is multi-view perception. 
Similarly, label placement in highly cluttered environments still 
suffers from depth ordering problems. Layout and design can also 
be improved—apt associations need to be implemented that uni-
quely bind a label to an object. Cues that specify potentially dis-

ambiguating information related to the real world (e.g., a street 
address) might be one possibility in cluttered city environments. 

 
Display: Can we parameterize video and rendering quality to 

pixel density, to support “perceptually correct” AR? In particular, 
improvements in camera capturing quality and pixel density will 
make it possible to use very high resolution imagery on very small 
screens, but, to what extent do we need to change the image’s 
visual representation to maximize its understandability? 
Additionally, what is the maximum disparity between video and 
rendering resolution before noticeable perceptual problems arise? 
And, is it possible to parameterize the offset effects between video 
and rendering, for example with respect to mismatches or abstrac-
tions? Finally, how much rendering fidelity is truly needed? For 
example, depth does not seem to be affected much by fidelity (see 
Section 4.3, rendering and resolution mismatch). 

 
Display: What is the weighting of perceptual issues among dif-

ferent display devices? One of the most pressing questions is the 
actual effect each problem has on the various display types: com-
parative evaluations are required to generate a per-device weight-
ing of perceptual problems, which would be particularly useful for 
determining those problems that should be tackled first. In the 
next section, we provide an initial overview of the differences 
between the various platforms.  

 
User: What are the effects of the dual-view situation on percep-

tion and cognition in AR systems? In particular, handheld and see-
through devices introduce a dual view situation, which may help 
to verify ambiguous cues obtained from display content. Howev-
er, its true effects are unknown; for example, disparity plane 
switching is expected to be counterproductive, but are the advan-
tages of dual-view more important, and, how could we possibly 
minimize the effects of disparity plane switching?  

 
User: What are the effects of combinations of these problems 

on the perceptual pipeline? A single problem can have effects on 
different stages, as evidenced by our repeated mentions of some 
issues in multiple sections; for example, sunlight can make captur-
ing, display, and user perception difficult. What may be even 
more important is the actual combination of problems that accu-
mulate through the pipeline: for instance, low-resolution capturing 
may affect multiple subsequent stages in the perceptual pipeline, 
and problems may become worse at each stage. The question is 
how much the accumulation affects perceptual problems on dif-
ferent platforms. 

7 DISCUSSION AND CONCLUSIONS  
Throughout this paper, we presented the main issues that affect 
the correct perception of augmentations on a range of AR plat-
forms. We deliberately chose to use the “perceptual pipeline” to 
structure the issues involved. In this final section, we focus on the 
perceptual differences among the platforms, both positive and 
negative. Though all platforms discussed in this article support 
AR, there are substantial differences in how they achieve it. The 
parameters of every platform likely have a considerable effect on 
the perceptual problems they may induce. These differences affect 
both the suitability of a platform for a specific task and the future 
research that may need to be performed to improve the platform. 
As stated in Section 6, it is useful to identify how much a percep-
tual problem affects a display platform: in Table 2, we provide a 
first indication of the dominant factors and their effects (advan-
tages and disadvantages), largely caused by two factors.  
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Differences in the sensor and processing technology used in the 
various platforms have a significant effect on the perceptual trade-
offs. Based on where the platform is located on the mobility conti-
nuum (from stationary, to backpack or belt-worn, to handheld), 
sensor technology in particular seems to deteriorate.  

As ergonomic issues related to wearability are taken into con-
sideration, one can notice a rapid decrease in quality of image 
capturing and tracking: camera sensitivity, lens quality, and both 
position and orientation sensor quality are constrained by size and 
weight needs. 

Commercial interests are a strong driver here. The quality of 
sensors in cell phones could be significantly better, but this would 
increase the price of the device. For professional users, hence, 
bigger platforms such as those supported by a backpack system 
(Feiner et al. [13], Piekarski et al. [44]) may still be the first 
choice from a perceptual point of view. Nonetheless, these plat-
forms are often overruled by ergonomic considerations: handheld 
platforms have quite a few disadvantages, but are the current plat-
form of choice for the vast majority of consumer applications due 
to portability, price, and prevalence.  

Display type also has a major influence on perceptual issues. 
Differences in FOV, screen size, and ability to verify potentially 
contradicting cues in the real world affect the level of influence of 
a perceptual problem. Furthermore, stereoscopy can provide addi-
tional information needed to disambiguate contradicting depth 
cues. There are also noticeable differences in brightness and con-
trast that can seriously limit perception in outdoor situations. With 
the rise of new display types, further work is required to uncover 
problems. 

     
To conclude, we hope this paper will serve as a guide to under-

standing and tackling perceptual issues in AR. We have identified 
and categorized the main perceptual problems and showed how 
they are currently being mitigated by researchers. As we have 
made clear, perceptually-correct augmentation remains a difficult 
problem. Technically and methodologically, there is much room 
for improvement. In particular, this will require considerable work 
on evaluation to better understand the effects of different tech-
niques on different platforms. Perceptually-correct augmentation, 
while challenging, will be accomplished through improved hard-
ware and software, the development of which will form the basis 
for future research.   
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